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Note from eq. (4.7) that f (l)(ϵ) appears multiplied by M (1)
n (lϵ), which has poles beginning

only at order 1/ϵ2. Hence we can absorb any O(ϵ3) and higher terms in f (l)(ϵ) into the defi-

nition of the non-iterating contributions E(l)
n (ϵ). However, the O(ϵ2) terms in f (l)(ϵ), namely

f (l)
2 , cannot be removed because C(l) is asserted to be independent of n. This statement can

only be true for one choice of f (l)
2 ; shifting that value induces a shift proportional to n in

C(l), because M (1)
n (lϵ) ∝ n/ϵ2. The value of f (l)

2 can be determined by computing an l-loop

amplitude with n > 4, or else the l-loop splitting amplitude (which may be simpler), as

reviewed in section V.

B. Infrared consistency of ansatz

In this subsection we discuss the consistency of the exponentiated L-loop ansatz (4.7)

with the resummation and exponentiation of IR divergences [29], following the analysis of

Magnea and Sterman [30], and of Sterman and Tejeda-Yeomans [26].

A general n-point scattering amplitude can be factorized into the following form,

Mn = J

(

Q2

µ2
,αs(µ), ϵ

)

× S

(

ki,
Q2

µ2
,αs(µ), ϵ

)

× hn

(

ki,
Q2

µ2
,αs(µ), ϵ

)

, (4.20)

where J is a jet function, S a soft function, and hn a hard remainder function which is finite

as ϵ → 0. Also, µ is the renormalization scale, and Q some physical scale associated with

the scattering process for external momenta ki.

Both Mn and hn are vectors in a space of possible color structures for the process,

and S is a matrix. However, we shall work in the leading-color (planar) approximation, in

which there is no mixing between the different (color-ordered) color structures. Hence S is

proportional to the identity matrix. As pointed out in ref. [26], S is only defined up to a

multiple of the identity matrix, so we can absorb it into the jet function J at leading color.

Figure 5 illustrates that, at leading color, soft exchanges are confined to wedges between

color-adjacent external lines, for example the lines i and i+1 in the figure. We also consider

adjoint external states, such as gluons. By examining the case n = 2, it can be seen that the

wedge that is being removed in the figure represents half of the IR singularities of a Sudakov

form factor [29]; that is, a color-singlet object (such as a Higgs boson) decaying into two

gluons. We denote this matrix element as M[gg→1](si,i+1/µ2,αs(µ), ϵ).

Because MSYM is conformally invariant (the β function vanishes), αs may be set to a

24

Following refs. [26, 30], we expand K[g], γ[g]
K , and G[g] in powers of αs,

K[g](αs, ϵ) =
∞
∑

l=1

1

2lϵ
al γ̂(l)

K , (4.24)

γ[g]
K

(

ᾱs

(µ2

µ̃2
,αs, ϵ

))

=
∞
∑

l=1

al
(µ2

µ̃2

)lϵ

γ̂(l)
K , (4.25)

G[g]
(

−1, ᾱs

(µ2

ξ2
,αs, ϵ

)

, ϵ
)

=
∞
∑

l=1

al
(µ2

ξ2

)lϵ

Ĝ(l)
0 , (4.26)

where a is defined in eq. (4.8) and the hats are a reminder that the leading-Nc dependence

has also been removed in eqs. (4.24), (4.25) and (4.26). That is, the perturbative coefficients

(defined with expansion parameter αs/(2π)) have a leading-color dependence on Nc of,

γ(l)
K = γ̂(l)

K N l
c , G(l)

0 = Ĝ(l)
0 N l

c . (4.27)

We can suppress the [g] label because the N = 4 MHV amplitudes are all related by

supersymmetry Ward identities [57], so that the corresponding functions for external gluinos,

etc., are the same as for gluons. Equation (4.24) follows from solving eqs. (2.12) and (2.13)

of ref. [30] in the conformal case (β ≡ 0). In this case, K[g] contains only single poles in ϵ,

which are simply related to γ[g]
K .

The integral over G is very simple,

∫ −Q2

0

dξ2

ξ2
G[g] = −

∞
∑

l=1

al

lϵ

( µ2

−Q2

)lϵ
Ĝ(l)

0 . (4.28)

The first integral over γK gives,

∫ µ2

ξ2

dµ̃2

µ̃2
γ[g]

K =
∞
∑

l=1

al

lϵ

[(µ2

ξ2

)lϵ
− 1
]

γ̂(l)
K . (4.29)

Adding the K[g] term to 1/2 of eq. (4.29), using eq. (4.24), we see that the “−1” is

cancelled. Then the integral over ξ is properly regulated, and evaluates to

−
1

2

∞
∑

l=1

al

(lϵ)2

( µ2

−Q2

)lϵ
γ̂(l)

K . (4.30)

Combining this result with eq. (4.28) gives

M[gg→1]
(Q2

µ2
,αs(µ), ϵ

)

= exp

[

−
1

4

∞
∑

l=1

al
( µ2

−Q2

)lϵ( γ̂(l)
K

(lϵ)2
+

2Ĝ(l)
0

lϵ

)

]

. (4.31)
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FIG. 5: Infrared structure of leading-color scattering amplitudes for particles in the adjoint rep-

resentation. The straight lines represent hard external states, while the curly lines carry soft or

collinear virtual momenta. At leading color, soft exchanges are confined to wedges between the

hard lines.

constant everywhere. Thus the leading-color IR structure of n-point amplitudes in MSYM

may be rewritten as,

Mn =
n
∏

i=1

[

M[gg→1]

(

si,i+1

µ2
,αs, ϵ

)]1/2

× hn (ki, µ,αs, ϵ) , (4.21)

where hn is no longer a color-space vector.

For a general theory, the Sudakov form factor at scale Q2 can be written as [30]

M[gg→1]
(Q2

µ2
,αs(µ), ϵ

)

= exp

{

1

2

∫ −Q2

0

dξ2

ξ2

[

K[g](αs(µ), ϵ) + G[g]
(

−1, ᾱs

(µ2

ξ2
,αs(µ), ϵ

)

, ϵ
)

+
1

2

∫ µ2

ξ2

dµ̃2

µ̃2
γ[g]

K

(

ᾱs

(µ2

µ̃2
,αs(µ), ϵ

))]

}

, (4.22)

where γ[g]
K denotes the soft or (Wilson line) cusp anomalous dimension, which will produce

a 1/ϵ2 pole after integration. The function K[g] is a series of counterterms (pure poles in ϵ),

while G[g] includes non-singular dependence on ϵ before integration, and produces a 1/ϵ pole

after integration.

In MSYM, αs(µ) is a constant, and the running coupling ᾱs(µ2/µ̃2,αs, ϵ) in 4 − 2ϵ di-

mensions has only trivial (engineering) dependence on the scale,

ᾱs

(µ2

µ̃2
,αs(µ), ϵ

)

= αs ×
(µ2

µ̃2

)ϵ(

4πe−γ
)ϵ

. (4.23)

This simple dependence makes it very easy to perform the integrals over ξ and µ̃.
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Figure 4: Plot of (�1)L+1�(L)
cusp as a function of ' = � log(x) with x 2 [0, 1], i.e. Region II. From

bottom to top the plot shows L = 1, 2, 3, 4. The small and large ' behavior is known to all loop
orders: For small ' the first term is quadratic, with the coe�cient given by the Bremsstrahlung
function. At large ', �cusp grows linearly, with the coe�cient determined by the light-like cusp
anomalous dimension.

In Figures 4 and 5 we plot the cusp anomalous dimension in Regions II and I, respec-

tively. From the plots one can see the properties discussed below and in section 3.

We now consider various limits of �cusp. First, we can use the above results to analyt-

ically compute the light-like cusp anomalous dimension. It is obtained by taking the limit

x ! 0, where �cusp diverges logarithmically,

lim
x!0

�cusp = �1

2
log(x)�1 + G0 + O(x) . (5.14)

We find

�1 = 2

✓
�

8⇡2

◆
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3
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8⇡2

◆3

+

✓
�2⇣23 � 73⇡6

1260

◆✓
�

8⇡2

◆4

+ O(�5) .

(5.15)

This agrees with previous numerical results at four loops [47,48,54,55], and with the spin

chain prediction from ref. [56]. The behaviour (5.14) can also be seen from Fig. 4, where

the curves grow linearly for large values of ' = � log(x). For G0 we find

G0 = � ⇣3

✓
�

8⇡2

◆2

+

✓
9⇣5
2

� ⇡2⇣3
6
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�
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+
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12
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�

8⇡2

◆4

+ O(�5, �4/N2) (5.16)

G0 is related to the collinear anomalous dimension for mass-regulated scattering ampli-

tudes [46]. Unlike �1, this quantity depends on the regularization scheme and takes a

di↵erent value in dimensional regularization [57].
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At four loops the trace over a product of eight generators can – in general – not be expressed

solely in terms of C
F

and C
A

, but higher group invariants are required. They can be

expressed in terms of the following fully symmetrical tensors,

dabcd
R

=
1

6
Tr[T a

R

T b

R

T c

R

T d

R

+ T a

R

T b

R

T d

R

T c

R

+ T a

R

T c

R

T b

R

T d

R

+ T a

R

T c

R

T d

R

T b

R

+ T a

R

T d

R

T b

R

T c

R

+ T a

R

T d

R

T c

R

T b

R

] . (2.7)

Here R can be either F or A for the fundamental and adjoint representation, respectively,

with [T a

F

]
ij

⌘ [T a]
ij

and [T a

A

]
bc

= �ifabc.

Using the Lie-commutator one can show that up to terms proportional to powers of

C
F

and C
A

, Tr(T aT bT cT dT aT bT cT d) is given by Tr(T aT bT cT d)Tr(T a

A

T d

A

T c

A

T b

A

), which in

turn is related to dabcd
F

dabcd
A

, see table 11 of [26]. Explicitly, we have

Tr(T aT bT cT dT aT bT cT d)/N
F

=
dabcd
F

dabcd
A

N
F

+ C
F


C3
F

� 3C2
F

C
A

+
11

4
C
F

C2
A

� 19

24
C3
A

�
,

(2.8)

dabcd
F

dabcd
A

N
F

= Tr(T aT bT cT d)Tr(T a

A

T d

A

T c

A

T b

A

)/N
F

� 1

12
C
F

C3
A

. (2.9)

For a general Lie-group the traces over four generators in eq. (2.9) cannot be expressed in

terms of shorter traces which would lead to powers of C
F

and/or C
A

. Hence we can consider

C
F

, C
A

and the quartic Casimir operator dabcd
F

dabcd
A

/N
F

as independent color structures at

four loops, see ref. [27].

From [24,25] it follows that Abelian-like terms containing powers of C
F

cancel in �cusp,

thanks to the logarithm in its definition, see eq. (1.3). Moreover, an analysis of the possible

color diagrams reveals that the result for �cusp at one, two, and three loops is proportional

to C
F

, C
F

C
A

, C
F

C2
A

, respectively. At four loops, two structures appear, which we choose

to be C
F

C3
A

and the quartic Casimir operator dabcd
F

dabcd
A

/N
F

.

In summary, we have, to four loops

loghW i = g2C
F

w1 + g4C
F

C
A

w2 + g6C
F

C2
A

w3 + g8

C
F

C3
A

w4a +
dabcd
F

dabcd
A

N
F

w4b

�
, (2.10)

where we have chosen the normalization hW i = 1+O(g2) . We emphasize that hitherto all

relations are group-independent and apply to any of the classical Lie-groups.

The webs w
i

in (2.10) correspond to linear combinations of Feynman diagrams. The

explicit expressions are easily obtained by the method of [24, 25]. One advantage of this

formulation is that one can directly compute the logarithm of the Wilson loop correlator,

and that each web only has an overall divergence1. The latter is easy to remove, so that

in practice one can define �cusp in terms of finite integrals.

We now specialize the Lie-group to SU(N), where all results can be explicitly written

in terms of their dependence on N . With the standard normalization for the fundamental

1We tacitly assume that the intrinsic renormalization of the bare parameters of the Lagrangian has

already been carried out.
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Figure 6. A quadruple-cut for the two-point three-loop form factor.

The results have been summarized including the color and symmetry factors in Table 3.

The full form factor result can be obtained as

F (3)
2 = s212F

(0)
2

∑

σ2

e
∑

i=a

1

Si
Ci Ii . (4.13)

Note that the graph (f) has zero color factor and therefore does not contribute to the final

result of the form factor. However, it is necessarily involved in solving the Jacobi relations.

Table 3. The result for the two-point three-loop form factor.

Basis Numerator factor Color factor Symmetry factor

(a) s212 8N3
c δa1a2 2

(b) s212 4N3
c δa1a2 4

(c) s212 4N3
c δa1a2 4

(d) (p2 − p1) · ℓ− p1 · p2 2N3
c δa1a2 2

(e) −(p2 − p1) · ℓ+ p1 · p2 2N3
c δa1a2 1

(f) (p2 − p1) · ℓ− p1 · p2 0 2

The result we obtain by applying color-kinematic duality seems quite different from that

in [22]. However, it is a simple check that the results are equivalent, by using the identities

given in section 3 of [22] between different integrals. Our result is presented in a much simpler

form which involves only trivalent graphs. The numerical integer factors which have no easy

interpretation in [22] are also naturally explained here by the color and symmetry factors.

– 19 –

Table 2. The result for the two-point two-loop form factor.

Basis Numerator factor Color factor Symmetry factor

(a) 1 4N2
c δ

a1a2 2

(b) 1 2N2
c δ

a1a2 4

4.2 Two-point three-loop form factor

As a more non-trivial example, the two-point form factor at three loops is calculated next by

the procedure outlined above. This result has been computed by unitarity methods in [22].

First, by generating topologies we can find there are six trivalent diagrams, as shown in

Figure 5.8.
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Figure 5. The integrals for the two-point three-loop form factor.

By applying the color-kinematic relation to this set of trivalent diagrams, a set of equa-

tions can be obtained for the numerators. It turns out that one can choose the single integral

(d) as the master integral. One can then make an ansatz for the numerator of this master

integral by applying the following three constraints.

1. From the power counting property, the numerator should depend only linearly on the

loop momentum ℓ and there should be no dependence on other loop momenta. A general

ansatz is therefore given as (note that we have factorized a whole factor s212)

Nansatz
d (p1, p2, ℓ) = α1ℓ · p1 + α2ℓ · p2 + α3p1 · p2 , (4.3)

8There is one bubble-like graph containing a two-point tree leg which turns out not contribute. For simplicity

we do not include it here. In the four-loop construction, such graphs are as shown in Figure 10.
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we do not include it here. In the four-loop construction, such graphs are as shown in Figure 10.
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a two-form. The latter theory is sometimes referred to as N = 0 supergravity. The color-

kinematic duality relation of gauge theories to gravitational theories will not play a central

role in this article.

As an illustration of the general idea, consider the four-point tree amplitude in gauge

theory which can be written in terms of three trivalent diagrams as

A(0)
4 (1, 2, 3, 4) =

cs ns

s
+

ct nt

t
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u
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Figure 1. Trivalent diagrams for four-point tree amplitudes.

The color factors denoted as ci are given by the product of f̃abc associated to each trivalent

vertex

cs = f̃a1a2bf̃ ba3a4 , ct = f̃a2a3bf̃ ba4a1 , cu = f̃a1a3bf̃ ba2a4 , (2.5)

where

f̃abc = i
√
2fabc = Tr([T a, T b]T c) . (2.6)

They satisfy the Jacobi identity

cs = ct + cu . (2.7)

By color-kinematic duality one can also have 1

ns = nt + nu . (2.8)

The solution to the Jacobi conditions may be given explicitly as

ns = α , nt = −t A(0)
4 (1, 2, 3, 4) − α

t

s
, nu = t A(0)

4 (1, 2, 3, 4) − α
u

s
. (2.9)

This can be shown to reproduce the full color-dressed amplitude. The solution depends on an

arbitrary parameter α. This freedom in specifying numerators is referred to as a generalized

gauge transformation [2]. In general this gauge freedom is the freedom to choose another set

of kinematic numerators

n′

i = ni +∆i , (2.10)

1Note that we have necessarily made some choice of signs for the color factors. One can choose other

conventions, and the relation between ni should change correspondingly. The final result is given in terms of

the product ci ni, and therefore is independent of this choice.
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doing cuts to impose on-shell conditions [3]. More explicitly, given a representation that

A(l)
n =

∑

Γi

∫ l
∏

j

dDℓj
1

Si

CiNi
∏

aDa
, (2.15)

there is an off-shell color-kinematics duality

Ci = Cj +Ck ⇒ Ni = Nj +Nk . (2.16)

This is a highly non-trivial claim. This has been checked on a case-by-case basis, but no

general proof exists. Some supporting evidence was recently uncovered in [13]. It may be

taken as an evidence of the existence of a Lagrangian formulation of gauge theory which has

explicitly color-dual structure. This much more powerful version of color-kinematic duality

at loop level will be generalized to a class of form factors in this article.

2.2 Form factors in N=4 supersymmetric Yang-Mills theory

As recalled in the introduction, form factors are the most generic class of observables in any

Yang-Mills theory. They are mixtures of i gauge invariant operators O(x) and j on-shell

states s,

F̃ (O1 . . . Oi, s1, . . . sj) (2.17)

In this article only the simplest form factors with one insertion of a gauge invariant operator

will be considered. This will be referred to as a j-point form factor. The simplest example is

the two-point form factor which is also called the Sudakov form factor. In this article these

form factors are considered in the context of N = 4 SYM. The operator inserted will belong

to the half-BPS stress-energy multiplet: the multiplet containing the (on-shell) stress-energy

tensor as well as the self-dual and anti-self-dual field strengths. Another member of the

multiplet which is usually useful for practical calculation is

O = Tr(φ34φ34) , (2.18)

where the field φIJ with anti-symmetric SO(6) indices parameterizes the six scalars of the

N = 4 super Yang-Mills theory.

The object of study in this article is the form factor with the operator Fourier transformed

to momentum space, i.e.

F (1, . . . , n; q) =

∫

d4x e−iqx ⟨1 · · · n|O(x)|0⟩ . (2.19)

The momentum of the inserted operator in general does not square to zero, q2 ̸= 0. In this

sense it is ’off-shell’. This does not mean it does not satisfy field equations: the conservation

of the stress-energy tensor in field theory for instance is typically only guaranteed up to field

equations. For the form factor these are satisfied for all inserted operators in the problem.

Compared to progress on amplitude computation, form factors are much less studied and

have only attracted renewed attention very recently, see for example [14–24]. The current list

of achievements at weak coupling beyond one loop in N = 4 SYM is
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Figure 2. Color-kinematics duality at loop level.

which do not change the tree amplitudes as long as

∑

Γi

∆ici
si

= 0 (2.11)

holds. Moreover, the ∆ should satisfy Jacobi identities.

It should be obvious that through unitarity cuts tree-level color-kinematics duality pro-

vides constraints to the loop integrand. This occurs whenever a tree amplitude is isolated by

the cuts. For example as shown in Figure 2, if we cut four propagators ℓ1, .., ℓ4, we have2

A(l)
n

∣

∣

∣

(ℓ2
1
,..,ℓ2

4
)−cut

=

∫

dLIPS(ℓ1, .., ℓ4) A(l−4)
n+4 A(0)

4 (ℓ1, ℓ2, ℓ3, ℓ4)

=

∫

dLIPS(ℓ1, .., ℓ4)

⎛

⎝

∫ l−4
∏

i

dDℓi
∑

j

cjnj
∏

aDa

⎞

⎠

[

csns

(ℓ1 + ℓ2)2
+

ctnt

(ℓ1 + ℓ3)2
+

cunu

(ℓ1 + ℓ3)2

]

=

∫

dLIPS(ℓ1, .., ℓ4)

∫ l−4
∏

i

dDℓi
∑

j

1
∏

aDa

[

Cj,sNj,s

(ℓ1 + ℓ2)2
+

Cj,tNj,t

(ℓ1 + ℓ4)2
+

Cj,uNj,u

(ℓ1 + ℓ3)2

]

, (2.12)

where in the second line the Bern-Carrasco-Johansson (BCJ) [2] representation of four-point

tree amplitudes of equation (2.4) was used and A(l−4)
n+4 has been expressed in terms of some

loop integrals. The third line is simply given by defining

Cj,s ≡ cj cs, Nj,s ≡ nj ns . (2.13)

Because of ns = nt + nu, we have

Nj,s

∣

∣

ℓ2
1
=ℓ2

2
=ℓ2

3
=ℓ2

4
=0

= (Nj,t +Nj,u)
∣

∣

ℓ2
1
=ℓ2

2
=ℓ2

3
=ℓ2

4
=0

, (2.14)

which may be thought of as the dual relation of that of color factors, Cj,s = Cj,t + Cj,u.

Beyond amplitudes it was noted in [4] that a similar observation should hold for unitarity

cuts3 of general form factors, whenever a scattering amplitude is isolated on the cuts.

Beyond the constraints on loop integrands from unitarity cuts it was conjectured that

there exists a representation where the above duality relations are truly off-shell, i.e. without

2Sums over all states to appear in the cuts are understood but not shown explicitly in the formula.
3This includes the case of tree level poles.
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Table 2. The result for the two-point two-loop form factor.

Basis Numerator factor Color factor Symmetry factor

(a) 1 4N2
c δ

a1a2 2

(b) 1 2N2
c δ

a1a2 4

4.2 Two-point three-loop form factor

As a more non-trivial example, the two-point form factor at three loops is calculated next by

the procedure outlined above. This result has been computed by unitarity methods in [22].

First, by generating topologies we can find there are six trivalent diagrams, as shown in

Figure 5.8.
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Figure 5. The integrals for the two-point three-loop form factor.

By applying the color-kinematic relation to this set of trivalent diagrams, a set of equa-

tions can be obtained for the numerators. It turns out that one can choose the single integral

(d) as the master integral. One can then make an ansatz for the numerator of this master

integral by applying the following three constraints.

1. From the power counting property, the numerator should depend only linearly on the

loop momentum ℓ and there should be no dependence on other loop momenta. A general

ansatz is therefore given as (note that we have factorized a whole factor s212)

Nansatz
d (p1, p2, ℓ) = α1ℓ · p1 + α2ℓ · p2 + α3p1 · p2 , (4.3)

8There is one bubble-like graph containing a two-point tree leg which turns out not contribute. For simplicity

we do not include it here. In the four-loop construction, such graphs are as shown in Figure 10.
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which contains three parameters αi, i = 1, 2, 3.

2. The numerator should preserve the symmetry of the graph, which implies that it should

be invariant under

{p1, p2, ℓ} ⇐⇒ {p2, p1, q − ℓ} , (4.4)

or more explicitly

Nd(p1, p2, ℓ) = Nd(p2, p1, q − ℓ) . (4.5)

Plugging in the ansatz (4.3), we obtain the relation

α2 = −α1 . (4.6)

3. Finally, we consider the constraint of maximal cut. From the “rung rule” we read off

the numerator (ℓ− p1)2. On the maximal cut we have

[

Nd(p1, p2, ℓ)− (ℓ− p1)
2
]

∣

∣

∣

maximal cut
= 0 . (4.7)

This fixes the remaining two parameters

α1 = −1, α3 = −1 . (4.8)

Therefore, by applying the above constraints we arrive at a unique solution for the master

integral

Nansatz
d = (p2 − p1) · ℓ− p1 · p2 . (4.9)

Given this solution, one can check that all Jacobi equations are satisfied. Other numer-

ators can be obtained from the master integral by using the relations

Na = Nb = Nc , Nd = −Ne = Nf , (4.10)

Nb(p1, p2) = −Ne(p1, p2, ℓ)−Ne(p2, p1, ℓ) , (4.11)

where Nx = Nx(p1, p2, ℓ) if not specified.

Now it is essential to check that the solution is indeed physical i.e. satisfies the unitarity

cuts. A non-trivial quadruple cut is given as in Figure 6. The product of trees is

∫ 4
∏

i=1

d4ηli

[

FMHV
4 (−l1,−l2,−l3,−l4)AMHV

6 (p1, p2, l4, l3, l2, l1) + (4.12)

FNMHV
4 (−l1,−l2,−l3,−l4)ANMHV

6 (p1, p2, l4, l3, l2, l1) +

Fmax-non-MHV
4 (−l1,−l2,−l3,−l4)AMHV

6 (p1, p2, l4, l3, l2, l1)
]

.

From the basis integrals, we obtain the cut integrand as a sum of 29 cut diagrams. We have

compared the two expressions numerically, and have found perfect agreement.
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be invariant under
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or more explicitly
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Plugging in the ansatz (4.3), we obtain the relation
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Therefore, by applying the above constraints we arrive at a unique solution for the master
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Nansatz
d = (p2 − p1) · ℓ− p1 · p2 . (4.9)

Given this solution, one can check that all Jacobi equations are satisfied. Other numer-
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Nb(p1, p2) = −Ne(p1, p2, ℓ)−Ne(p2, p1, ℓ) , (4.11)

where Nx = Nx(p1, p2, ℓ) if not specified.

Now it is essential to check that the solution is indeed physical i.e. satisfies the unitarity
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and correlation functions with two adjoint operators through eight loops.

2 Review

2.1 Color-kinematic duality for scattering amplitudes

Color-kinematic duality is the collective name for what is basically a pair of two partially

proven conjectures [2], [3]. The starting point is to write the integrand for a scattering

amplitude in D dimensions at l loops in terms of a sum over trivalent graphs only,

A(l) =
∑

Γi

∫ l
∏

j=1

dDℓj
1

Si

nici
si

, (2.1)

where ci is the natural color factor associated to trivalent graph i, Si is the symmetry factor

associated to the trivalent graph i and si is the product of all internal propagators of the

graph. This form of the integrand simply amounts to a rewriting of Feynman graph-based

perturbation theory by parcelling out the four-vertex over three-vertices. This determines

some set of numerators ni which is not unique. The non-trivial claim of color-kinematic

duality is that there exists a set of numerators such that whenever color factors obey a Jacobi

identity, the numerators do too:

∀{i, j, k} ci + cj + ck = 0 ⇒ ni + nj + nk = 0 . (2.2)

A set of numerators which obeys all Jacobi identities is called color-dual. Color-dual numer-

ators have been constructed explicitly at tree level for all multiplicities through a variety of

methods [6–8], and at loop level in specific examples in N = 4 SYM for five points up to

two loops [9] and for four points up to four loops [10]. Moreover, in pure Yang-Mills theory

numerators are known at two loops for the four-point helicity equal amplitude [3] and at

one loop for the helicity equal and one-unequal cases [11]. Of course, the tree level results

will extend almost trivially to any generalized cut of a loop amplitude which involves tree

amplitudes.

The second conjecture usually taken to be part of color-kinematic duality is that if a set

of color-dual numerators exists in a gauge theory, then an amplitude in a gravitational theory

may be constructed as

M (l) =
∑

Γi

∫ l
∏

j=1

dDℓj
1

Si

niñi

si
, (2.3)

where n and ñ are color-dual numerators for two in general distinct gauge theories. This

conjecture has been proven at tree level, assuming that local numerators exist [12]. The field

content of the gravity theory is the direct product of the field contents of the gauge theories.

In this way ’squaring’ N = 4 SYM gives the maximal (ungauged) N = 8 super-gravity theory.

Similarly, squaring pure Yang-Mills theory gives Einstein gravity coupled to a dilaton and
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Figure 6. A quadruple-cut for the two-point three-loop form factor.

The results have been summarized including the color and symmetry factors in Table 3.

The full form factor result can be obtained as

F (3)
2 = s212F

(0)
2

∑

σ2

e
∑

i=a

1

Si
Ci Ii . (4.13)

Note that the graph (f) has zero color factor and therefore does not contribute to the final

result of the form factor. However, it is necessarily involved in solving the Jacobi relations.

Table 3. The result for the two-point three-loop form factor.

Basis Numerator factor Color factor Symmetry factor

(a) s212 8N3
c δa1a2 2

(b) s212 4N3
c δa1a2 4

(c) s212 4N3
c δa1a2 4

(d) (p2 − p1) · ℓ− p1 · p2 2N3
c δa1a2 2

(e) −(p2 − p1) · ℓ+ p1 · p2 2N3
c δa1a2 1

(f) (p2 − p1) · ℓ− p1 · p2 0 2

The result we obtain by applying color-kinematic duality seems quite different from that

in [22]. However, it is a simple check that the results are equivalent, by using the identities

given in section 3 of [22] between different integrals. Our result is presented in a much simpler

form which involves only trivalent graphs. The numerical integer factors which have no easy

interpretation in [22] are also naturally explained here by the color and symmetry factors.
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Table 2. The result for the two-point two-loop form factor.

Basis Numerator factor Color factor Symmetry factor

(a) 1 4N2
c δ

a1a2 2

(b) 1 2N2
c δ

a1a2 4

4.2 Two-point three-loop form factor

As a more non-trivial example, the two-point form factor at three loops is calculated next by

the procedure outlined above. This result has been computed by unitarity methods in [22].

First, by generating topologies we can find there are six trivalent diagrams, as shown in

Figure 5.8.
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Figure 5. The integrals for the two-point three-loop form factor.

By applying the color-kinematic relation to this set of trivalent diagrams, a set of equa-

tions can be obtained for the numerators. It turns out that one can choose the single integral

(d) as the master integral. One can then make an ansatz for the numerator of this master

integral by applying the following three constraints.

1. From the power counting property, the numerator should depend only linearly on the

loop momentum ℓ and there should be no dependence on other loop momenta. A general

ansatz is therefore given as (note that we have factorized a whole factor s212)

Nansatz
d (p1, p2, ℓ) = α1ℓ · p1 + α2ℓ · p2 + α3p1 · p2 , (4.3)

8There is one bubble-like graph containing a two-point tree leg which turns out not contribute. For simplicity

we do not include it here. In the four-loop construction, such graphs are as shown in Figure 10.
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Figure 9. The basis (21)−(34) of two-point four-loop form factor. These 14 integrals have non-planar
contributions. Five of them also have planar contributions.
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Figure 10. The three bubble integrals which do not contribute to the final result.

integrals for which one can easily read off the numerators directly from the rung rule:

N rr
1 = s212 , (5.2)

N rr
6 = s12 (ℓ4 − p1)

2 , (5.3)

N rr
9 = s12 (ℓ3 − ℓ5)

2 , (5.4)

N rr
13 = (ℓ3 − p1)

2(ℓ4 − p1 − p2)
2 , (5.5)

N rr
21 = (ℓ3 − p1)

4 . (5.6)
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Table 5 (continued). The result for the two-point four-loop form factor.

Graph Numerator factor Color factor
Symmetry

factor

(14) −N13 2N4
c δa1a2 1

(15) −N13 0 1

(16) N13 0 1

(17)

−(ℓ3 · p1)(ℓ5 · (p1 + 5p2))

+(ℓ3 · p2)(ℓ5 · (3p1 − p2))

+(p1 · p2)
[

2(ℓ3 · ℓ5) + 2ℓ4 · (p1 − p2)

−3ℓ5 · (p1 − p2)
]

+ 1
7(α1 + 1)×

(ℓ3 · p12 − p1 · p2)(ℓ5 · (7p1 − p2))

2N4
c δa1a2 1

(18) −N17 0 2

(19)

(ℓ3 · p1)
[

ℓ5 · (p1 + 5p2)− ℓ6 · (p1 − 3p2)
]

−(ℓ3 · p2)
[

ℓ5 · (3p1 − p2) + ℓ6 · (5p1 + p2)
]

−(p1 · p2)
[

2ℓ3 · (p1 − p2 + ℓ5 − ℓ6)

−3(ℓ5 + ℓ6) · (p1 − p2)
]

−1
7(α1 + 1)(ℓ3 · p12 − p1 · p2)
×[ℓ5 · (7p1 − p2) + ℓ6 · (p1 − 7p2)]

2N4
c δa1a2 1

(20) N19 0 2

(21)

−(ℓ3 · p1)2 − (ℓ3 · p2)2 − 6(ℓ3 · p1)(ℓ3 · p2)
+(p1 · p2)

[

2(ℓ3 · ℓ3) + 4(ℓ3 · p1) + p1 · p2
]

+(α1 + 1)
[

(ℓ3 · p12 − p1 · p2)2

−2
7(ℓ3 · (ℓ3 − p12) + p1 · p2)(p1 · p2)

]

(2N4
c + 24N2

c ) δa1a2 2
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Figure 9. The basis (21)−(34) of two-point four-loop form factor. These 14 integrals have non-planar
contributions. Five of them also have planar contributions.
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Anomalous dimension from 2-pt correlator (I)

One can compute anomalous dimension by using two-point correlation function:
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where the anomalous dimension is expanded as

�(g) = �0 +�2 g
2 +�4 g

4 +O(g 5) , (2)

and the classical dimension is (generally n > 2)

�0 = n(1� ✏) , n � 2 . (3)
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Set up

Anomalous dimension from 2-pt correlators (II)

In momentum space, similarly, the two-point correlation function is given as
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Set up

Correlator as cross section (I)

Via optical theorem, one has the relation
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1 Introduction

In this paper we study a class of observables in conformal field theories (CFT) that is familiar
from collider physics and is known as event shapes or, more specifically, charge flow correlations.
The physical picture behind these observables is very general and simple: we excite the vacuum
with a probe and study the produced state with calorimeters that measure the flow of conserved
charges, be it energy or any global symmetry charge, in a given direction at spatial infinity.

These observables were first introduced in the analysis of e+e− annihilation into hadrons in the
context of QCD (for a review see, e.g., [1, 2]). In this process, the electron and positron annihilate
to produce a virtual photon γ∗(q) with large invariant mass q2. It excites the QCD vacuum and
produces quarks and gluons, which then propagate into the final state and undergo a transition
into hadrons. Investigating the distribution of the particles and their quantum numbers (charges,
energy, etc.) in the final states, we can obtain detailed knowledge about the underlying QCD
dynamics [3, 4]. The most prominent and best understood observables in this context are the
so-called event shapes or weighted cross-sections [2]. They are given by (an infinite) sum over
the final hadronic states,

σw(q) =
∑

X

(2π)4δ(4)(q − kX)w(X)|⟨X|O(0)|0⟩|2 , (1.1)

where ⟨X|O(0)|0⟩ describes the creation out of the vacuum of a state |X⟩ with total momentum
kX by a local operator O(0) (here, the electromagnetic QCD current). The weight factor w(X)
depends on the quantum numbers of the final states that one selects in the detector apparatus.
Various event shapes (e.g., thrust, heavy mass, energy-energy correlations) correspond to different
choices of w(X). In the simplest case w(X) = 1 we obtain the total cross-section σtot(q).

Making use of the completeness condition for the hadronic states,
∑

X |X⟩⟨X| = 1, we can re-
express the total cross-section as the Fourier transform of the non-ordered (Wightman) two-point
correlation function1 of the O’s. An analogous representation in terms of correlation functions
[5, 6, 7, 8, 9] also exists for the charge flow correlations [4]. The very fact that such a reformulation
exists follows from the basic properties of quantum field theory, independently of any dynamical
details. Indeed, in any quantum field theory the energy or charge of a state can be measured by
integrating the corresponding conserved currents over space. Analogously, to measure the flow
of a charge at infinity, we insert the conserved current at spatial infinity and integrate it over
the time interval during which the measurement is performed [6]. In particular, this definition is
applicable to CFTs [9] where the notion of asymptotic states is ill defined and formulas like Eq.
(1.1) should be interpreted with great care.2

The main subject of this paper is a particular class of event shape distributions, the so-called
charge flow correlations, that can be reformulated in terms of correlation functions [5, 6, 7, 8, 9],

σw(q) =

∫
d4x eiqx⟨0|O†(x)D[w]O(0)|0⟩ , (1.2)

where O†(x) stands for the Hermitian conjugate of O(x). A few comments are in order concerning
this expression. Here the operator O(x) (called ‘source’) creates the state that we are probing.

1Using the optical theorem, the total cross-section can also be rewritten as the imaginary part of the Fourier
transformed time-ordered two-point correlation function of the O’s.

2Notice that in perturbation theory one can define scattering amplitudes within a given infrared regularization
scheme.

2

E|Xi = wE(X)|Xi
X

X

|XihX| = 1,
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For the n gluon scattering amplitude, there are [(n + 2)/21 independent helicity 
amplitudes. At the tree level, the two helicity amplitudes which most violate the 
conservation of helicity are zero. Thii is easily seen by embedding the Yang-Mills 
theory in a supersymmetric theory ‘J. Here we give an expression for the next 
helicity amplitude, also at tree level, to leading order in the number of colors in 
SU(N) Yang-Mills theory. 

If the helicity amplitude for gluons I.. n, of momenta pi.. pn and helicities 
Xi.. . X, is M,(Xr,. . X,), where the momenta and helicities are labelled as though 
all particles are outgoing, then the three helicity amplitudes squared of interest are 

IM,,(+ + + + +. .)I’ = cn(s,N) IO + O(g’) I (1) 

IJL- + + + + . .)I’ = 4!?,N) 10 + OW) I (2) 

IMn(--+++...)I* = Cn(g*N) I(1.2)’ ~(,.2)(2.3)(31.4).,.(n.l) 

+ O(Aq + O(g2) ] (3) 

where c”(g,N) = g *n-4N”-2(NZ - 1)/2”-‘n and (i. j) = pi . pj. The sum 
is over all permutations, P, of 1.. . n. Eqn(3) has the correct dimensions for a 
n particle scattering amplitude squared and also agrees with the known result&’ 
for n=4, 5 and 6. The agreement for n=6 is numerical.’ More importantly, this 
set of amplitudes is consistent with the Altarelli and Paris? relationship for all n, 
when two of the gluons are made parallel. This is trivial for the first two helicity 
amplitudes but is a highly non-trivial statement for the last amplitude, as shown 
below, 

I&(--+++...)I? -+ o 
1 II 2 

I&,--+++...)I* -+ 2g’N +=: *) ; lJLt(- - + + .)I’ (5) 
2 II 3 

IMn(- - + + + . . .)I’ --* 2g’N +y *) ; IJG-I(- -+ + . ..)I’ (‘5) 
3 II 4 

where s is the corresponding pole and z is the momentum fraction. The result for 

|FMHV
n |2 = q4

X

P

1
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