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Abstract

We introduce multicritical Schur measures, which are probability laws on integer partitions
which give rise to non-generic fluctuations at their edge. They are in the same universality classes
as one-dimensional momentum-space models of free fermions in flat confining potentials, studied
by Le Doussal, Majumdar and Schehr. These universality classes involve critical exponents of
the form 1/(2m+1), with m a positive integer, and asymptotic distributions given by Fredholm
determinants constructed from higher order Airy kernels, extending the generic Tracy–Widom
GUE distribution recovered for m = 1. We also compute limit shapes for the multicritical
Schur measures, discuss the finite temperature setting, and exhibit an exact mapping to the
multicritical unitary matrix models previously encountered by Periwal and Shevitz.
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1. Introduction

1.1. Context, motivations and outline

An important class of models in statistical physics exhibit universal fluctuations governed by
the Tracy–Widom distribution [TW93], first encountered for the largest eigenvalue of a random
matrix in the Gaussian unitary ensemble. In suitable scaling limits, this distribution generally
describes fluctuations in random interfaces marking a transition between a strongly and weakly
coupled regimes [MS14], notably appearing in random growth models [PS02]) (where it is has
been observed experimentally [TSSS11]), directed polymers, tilings of the plane by dominoes and
lozenges, asymmetric exclusion processes, and monotone subsequences of random permutations
to name a few, see e.g. [BG16] and references therein. Common to several of the models with this
universal interface behaviour, however, is the existence of maps to non-interacting fermions in
one dimension or, in mathematical terms, to determinantal point processes, where all correlation
functions can be computed exactly as determinants.
This paper is concerned with alternative statistics arising at interfaces of models with the

same determinantal structure, and the universality classes associated with them. Le Dous-
sal, Majumdar and Schehr [LDMS18] recently observed new edge statistics in models of non-
interacting fermions on the real line in flatter-than-harmonic trap potentials. The distributions
they found for the momentum of the most energetic fermion about its average can be seen as
higher order analogues of the TW distribution, and are related to solutions of the Painlevé II
hierarchy [CCG19], which were previously encountered by Periwal and Shevitz in the double
scaling limit of multicritical unitary random matrix models [PS90b, PS90a]. One of the aims of
this paper is to explain this connection by introducing models of non-interacting fermions on a
discrete one-dimensional lattice which, on the one hand, are in the same universality classes as
the models considered by Le Doussal et al. and, on the other hand, exhibit an exact mapping
to the multicritical unitary matrix models of Periwal and Shevitz.
Our models belong to the class of Schur measures, introduced by Okounkov [Oko01]. These
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Figure 1: Partitions sampled according to certain multicritical measures, namely the minimal measures
Pa,m
θ introduced in Section 1.3 for m = 2, 3, 4 and θ = 20 (sampling is done via a Metropolis–Hastings

algorithm). Their Young diagrams are drawn in the Russian convention. The profile of each partition
is the piecewise linear function shown in black; for comparison we display in blue the (appropriately
rescaled) limit shape obtained for θ → ∞. The fermionic state indexed by each partition, as detailed
in Section 2.1, is illustrated by the dots below the diagram: these indicate filled sites, corresponding to
points where the profile has slope −1.

are probability measures on integer partitions, that generalise the so-called Plancherel measure
which is related with the analysis of the longest increasing subsequence problem. Schur mea-
sures depend on infinitely many parameters, and one is usually interested in asymptotics where
some or all parameters tend to infinity in a certain way, causing a random partition to grow
large. Generically, the corresponding Young diagram converges after a suitable rescaling to a
deterministic, non universal, limit shape. Universal phenomena occur when considering local
properties, see for instance the discussion in [Oko02]. In this paper, we are mostly interested
in the edge behavior, namely the fluctuations of the first parts of the partition (or of its conju-
gate). The generic situation is the following: if L denotes the typical length scale of the Young
diagram, then these fluctuations are of order L1/3. Their rescaled distribution converges to the
so-called Airy ensemble and, in particular, the rescaled marginal law of the first part converges
to the Tracy–Widom distribution. The peculiarity of our multicritical Schur measures is that
they display a different edge behavior. By letting the Schur measure parameters tend to infin-
ity in a specific fine-tuned way, we observe fluctuations of order L1/(2m+1) with m an arbitrary
positive integer. The Airy ensemble and the Tracy–Widom distribution are then replaced by
their higher order analogues. For m = 1 we recover the generic situation.

These results were first announced in [BBW21]. Independent work by Kimura and Za-
habi [KZ21b] arguing that the same multicritical edge phenomena may be found for Schur
measures appeared on the arXiv shortly after our extended abstract [BBW21] did. The au-
thors considered the semi-classical analysis of multivariate Bessel functions related to Schur
measures, and presented results that are consistent with ours. Our approach is somewhat more
direct, as we use asymptotic analysis of gap probabilities to prove rigorously the appearance of
multicritical edge behaviour, and we find explicit multicritical measures.

Outline The remainder of this section presents our main results. In Section 1.2, we give a
general definition of multicritical Schur measures, and we state our main two theorems, the
first describing the universal asymptotic edge fluctuations in the first part, and the second
giving a formula for its non-universal limit shape. In Section 1.3, we give two explicit examples
of these measures for each order of multicriticality m, along with their explicit limit shapes.
In Section 1.4, we use an expression for the distribution of the first part of a Schur random
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partition as an integral over unitary matrices, to write a definition of multicritical unitary matrix
models which recovers precisely the models found by Periwal and Shevitz. In Section 2, we
construct quantum mechanical lattice fermion models corresponding to the multicritical Schur
measures, discuss their asymptotic behaviour heuristically. In Section 3, we prove the main
theorems, using determinantal point processes. In Section 4, we discuss multicritical unitary
matrix models: we review their connection with multicritical Schur measures and present some
heuristic asymptotic analysis, then finally discuss possible further random matrix connections.
We relegate some background information and extensions to the appendix: Appendix A revisits
Okounkov’s determinantal point process formulation of Schur measures and Appendices B and C
present generalisations of the multicritical Schur measures with asymptotic edge fluctuations
governed by distributions arising respectively from positive temperature fermions and from
general solutions of Painlevé II equations.

1.2. Multicritical Schur measures: definition and main results

An integer partition, or partition for short, is a finite non-increasing sequence λ of positive
integers λ = (λ1 ≥ λ2 ≥ . . . ≥ λℓ(λ)), where the λi are called parts and ℓ(λ) is called the
length of the partition. For i > ℓ(λ) we set λi = 0 for convenience. The size of λ is the sum
of its parts |λ| = λ1 + . . . + λℓ(λ), and its conjugate partition λ′ is the partition with parts
λ′j = #{i : λi ≥ j}. Note that λ′1 = ℓ(λ) and (λ′)′ = λ. The Young diagram associated with a
partition λ is an arrangement of |λ| square boxes in left-aligned rows, with λi boxes in the i-th
row. It is drawn in the “French convention” by ordering the rows from the bottom up (i.e., the
longest rows are at the bottom), and in the “Russian convention” by rotating the diagram in
the French convention counter-clockwise by 45◦ (see Figure 1 or Figure 8 for examples in this
convention).
Let λ be a partition and let t := (t1, t2, . . .) be a sequence of parameters. The Schur function

sλ[t] evaluated at the Miwa times t is defined as

sλ[t] = det
1≤i,j≤ℓ(λ)

hλi−i+j [t] (1.1)

where hk[t] is given by the generating function

∑
k

hk[t]z
k = exp

∑
r≥1

trz
r

 (1.2)

(we have hk[t] = 0 for k < 0 and h0[t] = 1). When we take tr =
1
r

∑
i x

r
i for some set of formal

variables xi, hk(x1, x2, . . .) is nothing but the complete homogeneous symmetric function of
degree k, and the definition (1.1) we use for the Schur function is the Jacobi–Trudi identity; see
e.g. [Mac95, Sections I.2 and I.3]. The Schur measure, defined by Okounkov [Oko01], assigns

to a partition λ a weight of the form e−
∑

r≥1 rtrt
′
rsλ[t]sλ[t

′], where t and t′ are two sequences of
Miwa times. Upon imposing appropriate conditions on t, t′, it is a probability distribution over
the set of all partitions, which is normalized by the Cauchy identity, see e.g. [Mac95, Section
I.4]. For instance, we may take tr and t′r to be complex conjugate to one another for all r, with∑

r≥1 r|tr|2 <∞: in this case we say that the Schur measure is Hermitian.

Definition 0 (Multicritical measures). For each positive integer m, an order m multicritical
Schur measure is a Hermitian Schur measure Pm

θ (λ) := e−θ2
∑

r rγr
2
sλ[θγ]

2, for real Miwa times
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θγ := (θγ1, θγ2, . . .) where θ is a positive parameter and γ = (γ1, γ2, . . .) is a sequence of real
numbers with finite support satisfying the vanishing conditions∑

r≥1

r2p+1γr = 0 for p = 1, 2, . . . ,m− 1 (1.3)

(there are no vanishing conditions for m = 1), and∑
r≥1

r2m+1γr ̸= 0,
∑
r≥1

r2γr sin rϕ ≥ 0 for all ϕ ∈ [0, π]. (1.4)

The positive constants

b := 2
∑
r≥1

rγr, b̃ := 2
∑
r≥1

(−1)r+1rγr, d :=
2(−1)m+1

(2m)!

∑
r≥1

r2m+1γr (1.5)

are respectively called the right edge, left edge and (right) fluctuation coefficients associated
with the measure.

See Figure 1 for examples of partitions sampled under this measure. The expectation of the
size of λ under Pm

θ can be computed using the Cauchy identity
∑

λ sλ[θγ]
2 = eθ

2
∑

r rγr
2
and the

homogeneity property of Schur functions, to yield

Em
θ (|λ|) = e−θ2

∑
r rγr

2
∑
λ

1

2

d

dq
sλ[θqγ1, q

2γ2, q
3γ3, . . .]

2

∣∣∣∣
q=1

= θ2
∑
r

r2γr
2. (1.6)

As |λ| is the area of the Young diagram of λ, the parameter θ defines a typical length scale for
the parts λi, λ

′
i.

Them = 1 measures are the most generic, and they notably include the Poissonised Plancherel
measure Pθ which arises naturally from the study of increasing subsequences in uniform ran-
dom permutations (see e.g. [Rom15] for a thorough overview), and which is obtained by putting
γ1 = θ and all other γr equal to zero. The order m + 1 measures must satisfy one more linear
constraint than the order m ones. Of the two conditions (1.4), the first sets the order of multi-
criticality along with (1.3), while the second establishes a sign condition, giving b > 0 and d > 0,
along with a more technical requirement used in our asymptotic analysis which corresponds to
the quantum mechanical notion of having a “single Fermi sea” (discussed in Section 2.2 below;
we will address cases where this requirement is partially lifted in future communications).
Let us remark that, aside from the special case of the Poissonised Plancherel measure, Her-

mitian Schur measures differ from the more typical combinatorial setting, in which the Schur
measure is defined from sets of parameters t, t′ which are chosen such that the Schur functions
sλ[t], sλ[t

′] are both non-negative for each λ (i.e., t, t′ both correspond to Schur-non-negative
specialisations). While this latter setting often allows the Schur measure to be extended to a
probabilistic time-dependent process [OR03], this does not seem possible for our multicritical
Schur measures for m > 1. We note however that the Hermitian Schur measures arise naturally
through a correspondence with lattice fermions, presented in Section 2. A system of lattice
fermions evolving in imaginary time, which corresponds to an extension of an m = 2 multicrit-
ical measure, was considered by Bocini and Stéphan [BS21], but that this model was described
as “non-probabilistic” by the authors, as it gave rise to negative Boltzmann weights at certain
times.
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In order to state our first main theorem, we introduce, following [LDMS18], the Fredholm
determinant

F2m+1(s) := det(1−A2m+1)L2([s,∞))

=
∞∑
n=0

(−1)n

n!

ˆ ∞

s
· · ·

ˆ ∞

s
det

1≤i,j≤n
A2m+1(xi, xj)dx1 · · · dxn

(1.7)

with A2m+1 the higher-order Airy kernel defined by

A2m+1(x, y) =

ˆ ∞

0
Ai2m+1(x+ v)Ai2m+1(y + v)dv

=

2m−1∑
i=0

(−1)m+i+1Ai
(i)
2m+1(x)Ai

(2m−1−i)
2m+1 (y)

x− y

(1.8)

and Ai2m+1 the higher-order Airy function1

Ai2m+1(x) :=
1

2πi

ˆ
1+iR

exp

[
(−1)m−1 ζ

2m+1

2m+ 1
− xζ

]
dζ. (1.9)

In the second expression of (1.8), we use the notation f (n)(x) := dnf/dxn, and the x = y case
is recovered by L’Hôpital’s rule i.e. evaluating the derivative of the numerator at x = y. Note
that the higher-order Airy functions Ai2m+1 decay to zero at positive infinity, and that A2m+1

has finite trace on any L2([t,∞)) where t is finite. In the m = 1 case, we have Ai3 = Ai and F3

is the Tracy–Widom distribution for the Gaussian unitary ensemble, FGUE.
Definition 0 amounts to tuning Hermitian Schur measures to have the following edge be-

haviour:

Theorem 1 (Asymptotic edge fluctuations of multicritical measures). Let λ be a random par-
tition distributed by an order m multicritical measure Pm

θ (λ) with right edge position and fluc-
tuation coefficients b, d. Then, we have

lim
θ→∞

Pm
θ

[
λ1 − bθ

(dθ)
1

2m+1

≤ s

]
= F2m+1(s). (1.10)

The proof of this theorem is given in Section 3.3. For the Poissonised Plancherel measure
Pθ, Theorem 1 reduces to the (Poissonised version of the) celebrated theorem of Baik, Deift
and Johansson [BDJ99], with b = 2 and d = 1. For m > 1, the theorem defines higher-order
analogues of the TW-GUE distribution associated with critical fluctuation exponents 1/(2m+1).
Note that the constants b, d are not universal for all order m multicritical measures, but that
these exponents are.
The distributions F2m+1 were related to higher order integrable equations of the Painlevé II hi-

erarchy first in [LDMS18, Appendix G] using an approach similar to Tracy andWidom’s [TW93],
and then by rigorous Riemann–Hilbert analysis in [CCG19]. These authors showed that the
order 2m equation of the Painlevé II hierarchy has a solution qm such that

F2m+1(s) = exp

[
−
ˆ ∞

s
(x− s)q2m((−1)m+1x) dx

]
(1.11)

1Our integration convention differs from [LDMS18, Equation 5] which defines the same function. In their
expression the integration is taken over a line to the left of the origin for even m, and is recovered from ours
by the change of integration variable ζ → −ζ. It also differs from [CCG19, Equation 1.1], where integration
contours at an angle of mπ

2m+1
are taken instead for faster convergence, but again both integrals define the

same function.
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where F2m+1(s) denotes the Fredholm determinant defined at (1.10), and this solution has

boundary behaviour qm((−1)ms) = O(e−Cs
2m+1
2m ) as s → +∞ and qm((−1)ms) ∼

( |s|m!2

(2m)!

)1/2m
as s → −∞ for some constant C > 0. The m = 1 case is just the Painlevé transcendent
expression for FGUE given by Tracy and Widom [TW93]. In [CCG19], the authors also found
a more general class of solutions of the Painlevé II hierarchy, and correspondingly a more
general class of higher-order Airy kernels whose Fredholm determinants are given by (1.11); we
discuss generalised multicritical Schur measures with such edge behaviours in Appendix C. The
distributions F2m+1 have positive temperature extensions analogous to Johansson’s extension
of FGUE [Joh07], as shown in [LDMS18, Appendix E], and in Appendix B we define laws on
partitions the same kind of asymptotic fluctuations by way of the periodic Schur process.
We now consider the “macroscopic” shape of multicritical random partitions. The shape of

a partition λ may be described by its rescaled profile ψλ,θ, which is defined from the implicit
relations

v = v(u) := 1
θλ⌊θu⌋+1, u ∈ (0,∞) and u = u(v) := 1

θλ
′
⌊θv⌋+1, v ∈ (0,∞) (1.12)

(with ⌊·⌋ denoting the floor function) through a change of coordinates

ψλ,θ(x) = u+ v, x = v − u. (1.13)

This is the piecewise linear curve tracing the upper edge of the Young diagram of λ drawn in
the Russian convention, and we notably have ψλ(x) = |x| for x > λ1/θ and x < −ℓ(λ)/θ, and
ψλ,θ(x) > |x| for all intermediate values of x; see Figure 1 or Figure 8. At a scale of 1/θ as set
by (1.12), we have the following limit shape phenomenon:

Theorem 2 (Limit shapes of multicritical measures). The rescaled profile ψλ,θ of a random
partition λ under an order m multicritical measure Pm

θ has a deterministic limit curve: as
θ → ∞, we have the convergence in probability

sup
x

|ψλ,θ(x)− Ω(x)| p−→ 0 (1.14)

where Ω is the function depending on the sequence γ given by

Ω(x) =

{
x+ 2b̃− 2

π

´ x
−b̃ χ(v)dv , x ∈ [−b̃, b]

|x| , x > b and x < −b̃
(1.15)

with χ(x) ∈ [0, π] determined implicitly by

2
∑
r

rγr cos rχ(x) = x, x ∈ [−b̃, b]. (1.16)

At the right edge of the Young diagram, the derivative of the limiting profile displays a universal
critical exponent 1/2m, with

Ω′(x) ∼ 1− 2

π

(
b− x

d

) 1
2m

as x→ b−. (1.17)

The proof of this theorem is given in Section 3.2. Note that the condition (1.4) ensures
that (1.16) indeed admits a unique solution. In the special case of the Poissonised Plancherel
measure Pθ, this is a Poissonised version of the limit shape theorem proven by Vershik and
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Kerov [VK77] and, independently, Logan and Shepp [LS77]. Note that (1.15) provides a general
formula for the limit shape Ω, depending on the precise constants specifying the measure, and
only the behaviour at the edge of the support of Ω(x)− |x| is universal.
The exponent 1/(2m) appearing in (1.17) can be related to the fluctuation exponent 1/(2m+

1) of (1.10) by the following heuristic scaling argument. From the limit shape theorem we
expect that, for any u > 0, we have λ⌊θu⌋ ∼ θ(x + u) as θ → ∞, where x is given implicitly

by 2u = Ω(x) − x. By (1.17), we have Ω(x) − x ∝ (b − x)
2m+1
2m for x → b−. Inverting, we find

b− x ∝ u
2m

2m+1 for u→ 0. Now, assuming that we may take u = θ−1 (the devil hides there!), we

deduce that λ1 − bθ ∝ θ
1

2m+1 consistently with (1.10).
Although we only state our main theorems for the right edge at λ1, analogous results for the

second interface at ℓ(λ) can be extracted directly, because of the following:

Proposition 3 (Conjugate partition under a Schur measure). If λ is a random partition under
a Schur measure P(λ) = e−

∑
r rtrt

′
rsλ[t]sλ[t

′], then the law of its conjugate λ′ is

P(λ′) = e−
∑

r rtrt
′
rsλ[t̃]sλ[t̃

′], where t̃r = (−1)r−1tr, t̃
′
r = (−1)r−1t′r. (1.18)

This follows from properties of the Schur function, which may equivalently be defined in terms
of the conjugate partition by

sλ[t] = det
1≤i,j≤ℓ(λ′)

eλ′
i−i+j [t] (1.19)

where ek[t] is defined by way of the generating function

∑
k

ek[t]z
k = exp

∑
r≥1

(−1)r+1trz
r

 . (1.20)

The ek[t] are the elementary symmetric functions in terms of the Miwa times t, and (1.19) is
the second Jacobi–Trudi identity (see [Mac95, Section I.3]).

1.3. Examples: minimal multicritical measures

To give concrete examples, let us introduce two canonical ways to construct a multicritical
measure for each order m. The first construction construction consists of fixing the sequence
γ by allowing only the first m coefficients γr to be non-zero: as the vanishing conditions (1.3)
form a linear system of m − 1 independent equations, they determine γ1, . . . , γm uniquely up
to normalisation, which we fix by setting γ1 = 1 in each case (so that, in particular, we recover
the Poissonised Plancherel measure Pθ for m = 1). It turns out that the coefficients chosen this
way also satisfy the extra condition (1.4) (see Proposition 10), and we find the following family
of measures:

Definition 4 (Minimal multicritical measures). The order m minimal multicritical measure is
Pa,m
θ (λ) = e−θ2

∑
r rγr

2
sλ[θγ]

2 where

γr =

{
(−1)r+1

r

(
2m
m+r

)
/
(

2m
m−1

)
, r = 1, 2, . . . ,m

0, r > m.
(1.21)

Its edge and fluctuation coefficients are

b =
m+ 1

m
, b̃ = 4m ( 2mm )−1 − m+ 1

m
, d =

(
2m
m−1

)
. (1.22)
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m = 3

m = 4

m = 5
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Ωa,m(x)

x

Figure 2: Limit curves Ωa,m for partitions under the minimal multicritical measures Pa,m
θ as θ → ∞ (see

Corollary 5 of Theorem 2). The limiting densities ϱa,m in the corresponding fermion models (discussed
in Section 2.2) are shown below ; they are related to the limit curves by Ω′(x) = 1− 2ϱ(x).

From Theorem 2, we have explicit limit shapes for these measures:

Corollary 5 of Theorem 2 (Limit shapes of minimal multicritical measures). The rescaled
profile ψλ,θ of a random partition under Pa,m

θ converges in probability to

Ωa,m(x) =

{
x+ 2b̃− 2

π

´ x
−b̃ arccos

[
1− 1

2

(
2m
m−1

) 1
m (b− v

) 1
m
]
dv, x ∈ [−b̃, b]

|x|, x > b and x < −b̃
(1.23)

in the supremum norm.

These limit shapes are shown for the first few m in Figure 2; for m = 1, the curve (1.23)
is precisely the Vershik–Kerov–Logan–Shepp limit shape curve. Notice that for m > 1 there
is no multicriticality at the left edge: by Proposition 3, the conjugate partition is distributed
according to a Hermitian Schur measure with Miwa times θ(−1)r−1γr, for which multicritical-
ity conditions are no longer satisfied. We see “generic” behaviour on the left edge, with the
asymptotic fluctuations of ℓ(λ) governed by the TW-GUE fluctuations.

We can alternatively ensure symmetry under conjugation: thanks to Proposition 3, each
even-indexed coefficient should vanish. Our second construction consists of letting only the first
m odd-indexed coefficients γr be non-zero, and again fixing γ1 = 1 (so again we have Pθ for
m = 1), to yield the following family of measures:

Definition 6 (Symmetric minimal multicritical measures). The order m symmetric minimal
multicritical measure is Ps,m

θ (λ) = Ps,m
θ (λ′) = e−θ2

∑
r rγr

2
sλ[θγ]

2 where

γ2r−1 =

{
(−1)r+1

(2r−1)2

(
2m−1
m−r

)
/
(
2m−1
m−1

)
, r = 1, 2, . . . ,m

0 r > m
(1.24)

and γ2r = 0 for each positive integer r. Its edge and fluctuation coefficients are

b = b̃ =
24m−1(m!)4

m((2m)!)2
, d =

(2m− 2)!!

(2m− 1)!!
. (1.25)
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m = 2
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Figure 3: Limit curves Ωs,m of partitions under the minimal multicritical measures Ps,m
θ as θ → ∞ (see

Corollary 7), and corresponding limiting fermion densities ϱs,m. Note the symmetry under x 7→ −x.

The symmetric limit shape for this measure can again be found from Theorem 2, and are
shown for the first few m in Figure 3 (note that here again we have the VKLS curve at m = 1):

Corollary 7 of Theorem 2 (Limit shapes of symmetric minimal multicritical measures). The
rescaled profile ψλ,θ of a random partition under Ps,m

θ converges in probability to

Ωs,m(x) =

{
x+ 2b− 2

π

´ x
−b χ(v)dv , x ∈ [−b, b]

|x| , |x| > b
(1.26)

in the supremum norm, where χ(x) satisfies

ˆ χ(x)

0
sin2m−1 ϕdϕ =

(−1)m+1

22m−1
( 2m−1

m )x, x ∈ [−b, b]. (1.27)

1.4. Connection with unitary matrix models

The multicritical measures on partitions defined above are in direct correspondence with prob-
ability densities on unitary matrices, which are multicritical in their own sense. The corre-
spondence comes from an exact expression for the cumulative distribution of the first part of a
partition distributed by a Schur measure in terms of an integral over a unitary group, which may
be found from identities proven by Baik and Rains [BR01] and by Borodin and Okounkov [BO00]
(we give a self contained proof in Section 4). It is as follows:

Theorem 8 (Edge distributions under Schur measures and unitary matrix integrals). Let λ be
a random partition under a Schur measure P(λ) = e−

∑
r rtrt

′
rsλ[t]sλ[t

′] for some sequences of
Miwa times t, t′. Then, for any positive integer ℓ, we have

e
∑

r rtrt
′
rP(λ1 ≤ ℓ) = det

1≤i,j≤ℓ
fj−i =

ˆ
U(ℓ)

exp

[
tr
∑
r

(−1)r−1(trU
r + t′rU

∗r)

]
DU (1.28)
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where the fn appearing in the determinant are given by∑
n∈Z

fnz
n = exp

[∑
r≥1

(−1)r−1(trz
r + t′rz

−r)

]
(1.29)

and where DU denotes the Haar measure on the unitary group U(ℓ).

As ℓ→ ∞, the first equality recovers a form of the strong Szegő theorem [Sim05]:

lim
ℓ→∞

det
1≤i,j≤ℓ

fj−i = exp

[∑
r≥1

rtrt
′
r

]
. (1.30)

To make sense of the Haar measure DU and the integral in (1.28), we use the Weyl integration
formula (see e.g. [Mec19, Chapter 1]): we can perform a change of variables to the eigenvalues
u1, . . . , uℓ, each of which lies on the unit circle, and recover (for a given function f)

ˆ
U(ℓ)

etrf(U)DU =
1

(2πi)ℓℓ!

˛
c1

· · ·
˛
c1

ℓ∏
i=1

ef(ui)
∏
i<j

|ui − uj |2
du1
u1

· · · duℓ
uℓ

(1.31)

where c1 : |u| = 1 denotes the unit circle. This is equivalently the expectation of etrf(U) in the
circular unitary ensemble, and the joint probability density of the eigenvalues can be read from
this expression. Note that Proposition 3 once again gives an analogous expression to (1.28) for
the cumulative distribution of the length ℓ(λ).

In the Hermitian case of a Schur measure with t′r = t∗r , the integrand on the right hand side
of (1.28) is non-negative for all U , and the distribution P(λ1 ≤ ℓ) may be interpreted as the
normalisation (or partition function) of a random matrix ensemble. Further restricting to the
cases of the multicritical Schur measures defined above, Theorem 8 leads to a definition for a
random unitary matrix analogue for a multicritical random partition, as follows:

Definition 9 (Multicritical unitary matrix models). For θ > 0 and a sequence γ = (γ1, γ2, . . .)
satisfying (1.3) and (1.4) such that e−θ2

∑
r rγ

2
r sλ[θγ]

2 = Pm
θ (λ) is an order m multicritical

measure, the ensemble of ℓ× ℓ random unitary matrices with density

pmθ,ℓ(U) :=
1

Zℓ
eθ

∑
r≥1(−1)r+1γr(Ur+U∗r), (1.32)

with respect to the Haar measure DU normalised by the partition function

Zℓ := Pm
θ (λ1 ≤ ℓ) =

ˆ
U(ℓ)

eθ
∑

r(−1)r+1γr(Ur+U∗r)DU, (1.33)

is called an order m multicritical unitary matrix model.

It turns out that the linear relations (1.3) for the coefficients γr correspond to natural mul-
ticriticality conditions for unitary matrix models too. This may be understood by considering
the limiting density of eigenvalues on the unit circle: letting ξ = {ξ1, . . . , ξℓ} with −π < ξj ≤ π
denote the arguments of the eigenvalues eiξj of a random ℓ×ℓ random unitary matrix, we define
the limiting density function ϱ on (−π, π] such that in the limit ℓ→ ∞ we have

P(ξ ∩ [β1, β2]) =

ˆ β2

β1

ϱ(α)dα, −π < β1 < β2 ≤ π. (1.34)
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Adapting a computation by Gross and Witten from [GW80], we show that: if U is a random
ℓ×ℓ unitary matrix subject to an order m multicritical probability density P(U)DU = pmθ,ℓ(U)DU ,
then in a critical regime where θ := ℓ/b, the limiting eigenvalue density ϱ(α) satisfies

ϱ(α) ∼ 1

2π

d

b
(π − α)2m, α→ π− (1.35)

where b, d are the constants defined at (1.5). This behaviour at the edge of the eigenvalue
support under a multicritical density pmθ,ℓ is a natural dual to the behaviour at the edge of the
limit shape under a multicritical measure Pm

θ as described in Theorem 2 (we do not, however,
prove the result for the limiting eigenvalue density in full rigour). This is also a natural unitary
matrix analogue for the behaviour of Kazakov’s multicritical Hermitian matrix models [Kaz89].
The unitary matrix model corresponding to the Poissonised Plancherel measure is well es-

tablished: the density pθ,ℓ(U) := Zℓ
−1eθtr(U+U∗) defines a model of lattice gauge theory shown

to exhibit a third order phase transition by Gross, Witten [GW80] and, independently, Wa-
dia [Wad80]. These authors showed that in a regime where θ := ℓ/x, the free energy F(x) :=
limℓ→∞ ℓ−2 logZℓ has a discontinuity in its third derivative at the critical point x = 2; they also
show that at this critical point a break appears in the support of the limiting eigenvalue density
near −1. Analogous “multicritical” models were found by Periwal and Shevitz [PS90b, PS90a]
by tuning polynomial densities such that the second derivative of the free energy F(x) would
be equal to the square of a solution of the order 2m equation of the Painlevé II hierarchy. Their
approach recovered precisely the densities pa,mθ,ℓ corresponding to our minimal multicritical mea-

sures Pa,m
θ for m; the same coefficients, differing by an overall factor of m/(m + 1), are found

on [PS90a, Page 737]. In [PS90b], the authors found the critical edge behaviour (1.35) of the
limiting eigenvalue density in their models for m from 1 to 3.
All of the unitary matrix models with densities pmθ,ℓ(U) exhibit the phase transition first

observed by Periwal and Shevitz: there is a discontinuity in the third derivative of the free
energy F(x) at x = b, but the scaling exponent of F in x generalises from 3 to 2 + 1/m.
Following arguments in [LDMS18] and [KZ21a], for any multicritical density pmθ,ℓ the double-
scaling asymptotics for Zℓ given in Theorem 1 along with the boundary behaviour of the higher-
order TW-GUE distributions F2m+1 allow us to approximate F(x) for x approaching b from
above and from below, by noting that as ℓ→ ∞

1

ℓ2
logZℓ ∼

{
Fc + Cd−

1
m (x− b)2+

1
m +O(e−cℓ) as x→ b−

Fc +O(ℓ−2) as x→ b+
(1.36)

for constants Fc, C and c. Combining Theorems 1 and 8 with [CCG19, Theorem 1.1] gives
a rigorous proof of Periwal and Shevitz’s result relating free energies of multicritical unitary
matrix models to the solutions of Painlevé II equations (and extend it to a larger class of
models). Recently, Chouteau and Tarricone [CT23] showed that the partition function Zℓ for a
density pmθ,ℓ (or indeed Pm

θ (λ1 ≤ ℓ) for integer ℓ) satisfies a discrete recurrence equation which
reduces to the order 2m Painlevé II equation in a continuum limit, proving the same result
more directly.

2. Formulation in terms of lattice fermions

In this section we reformulate the probability laws on partitions and results introduced above
in more physical terms. The Schur measures form determinantal point processes, via a bijection
between partitions and certain infinite sets [Oko01]. Physically, these sets can be interpreted as

12



basis states for a quantum-mechanical system of fermions on a unidimensional lattice. In this
language, Schur measures map to ground states of certain free Hamiltonians (by free we mean
that the fermions are non-interacting or, more precisely, that they interact with one another
only via the Pauli exclusion principle). In Section 2.1 we construct these free fermion models in
the second quantisation formalism, then relate them back to Schur measures. In Section 2.2, we
informally discuss asymptotic regimes for these models corresponding to the ones of Theorems 1
and 2, and identify criteria for asymptotic edge behaviour coinciding with that of momentum
space models of fermions in “flat traps” on a line previously studied, and dubbed “multicritical”,
by Le Doussal, Majumdar and Schehr [LDMS18].

2.1. From lattice free fermions to Hermitian Schur measures

We consider a system of free fermions on a unidimensional lattice. For later convenience we label
the lattice sites by half-integers ±1

2 ,±
3
2 , . . .. We introduce, for any site k, the creation operator

c†k and the annihilation operator ck. These operators satisfy the canonical anticommutation
relations

{ck, c†ℓ} = δkℓ , {ck, cℓ} = {c†k, c
†
ℓ} = 0, (2.1)

with {·, ·} denoting the anticommutator and δkℓ denoting the indicator function for k = ℓ.
We denote by |∅⟩ the domain-wall state with every positive site empty and every negative site

occupied. In other words, we have ck|∅⟩ = c†−k|∅⟩ = 0 for all k > 0. The fermions are placed in
a linear potential which, in dimensionless units, corresponds to a second-quantized Hamiltonian
of the form

H0 :=
∑
k

k :c†kck : . (2.2)

Here, : · : denotes the normal ordering

:c†icj : := c†icj − ⟨∅|c†icj |∅⟩ (2.3)

with respect to the domain-wall state |∅⟩, which is clearly the ground state of H0. We now
modify the model by adding kinetic hopping terms of the form

ar :=
∑
k

:c†kck+r : . (2.4)

More precisely, we choose a collection of complex parameters tr, r ≥ 1 and we introduce the
unitary operator

Ut := e
∑

r≥1(tra
†
r−t∗rar) (2.5)

and the modified Hamiltonian
Ht = UtH0U−1

t . (2.6)

For simplicity, we will consider only the polynomial case where the tr have finite support. Using
the commutation relations [ar, a

†
s] = rδr,s and [H0, a

†
r] = ra†r that follow from the canonical

anticommutation relations (2.1), we obtain that Ht reads explicitly

Ht = H0 −
∑
r≥1

r(t∗rar + tra
†
r) +

∑
r≥1

r2|tr|2, (2.7)

i.e. Ht consists of a linear combination of the linear potential H0 and of finite-range hopping
operators, plus a scalar term ensuring that the spectra of Ht and H0 are equal. By (2.6), the
ground state of Ht is given by

|g.s.t⟩ := Ut|∅⟩ = e−
∑

r≥1 r|tr|2/2e
∑

r≥1 tra
†
r |∅⟩. (2.8)
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Here, we obtain the right-hand side by performing a normal ordering of the operators ar and
a†r, noting that ar|∅⟩ = 0.
It is instructive to reinterpret this discussion in the language of the quantum mechanics

of harmonic oscillators. In terms of the bosonic operators ar, the fermionic linear potential
becomes H0 =

∑
r≥1 a

†
rar + a20/2, i.e. it corresponds to a collection of harmonic oscillators,

up to the square of the charge operator a0. Then, the unitary operator Ut corresponds to a
translation in position space, momentum space, or a combination thereof. This creates the
linear terms in the shifted Hamiltonian Ht. The translated ground state state |g.s.t⟩ is nothing
but a coherent state.
We now relate these considerations with the Schur measure. To a partition of length ℓ, we

associate the fermionic state |λ⟩ obtained from the domain-wall state |∅⟩ by moving for each
i = 1, . . . , ℓ the fermion initially at position −i+ 1

2 to the right by λi sites, namely

|λ⟩ := c†
λ1− 1

2

c†
λ2− 3

2

· · · c†
λℓ−ℓ+ 1

2

c−ℓ+ 1
2
· · · c− 3

2
c− 1

2
|∅⟩. (2.9)

See Figures 1 or 8 for examples of states associated to partitions. The state |λ⟩ is an eigenstate
of H0, with eigenvalue |λ| = λ1 + λ2 + · · ·+ λℓ, i.e. the size of the partition λ. Then, as shown
in Appendix A (see Lemma 16), the ground state of Ht decomposes as

|g.s.t⟩ = e−
∑

r≥1 r|tr|2/2
∑
λ

sλ[t1, t2, . . .]|λ⟩ (2.10)

where sλ[t1, t2, . . .] is the Schur function (1.1) evaluated at the Miwa times t1, t2, . . .. In other
words, if we could prepare the quantum state |g.s.⟩t and simultaneously measure the occupation
numbers of all sites of the lattice, then the probability of observing the eigenstate |λ⟩ would be
equal to

|⟨λ|g.s.t⟩|
2 = e−

∑
r≥1 r|tr|2sλ[t1, t2, . . .]sλ[t

∗
1, t

∗
2, . . .]. (2.11)

Although a measurement of this kind is not physically meaningful, we recognize that the right
hand side of (2.11) is a well defined probability measure on integer partitions, namely a Hermi-
tian Schur measure as defined in Section 1.2. The physical meaning of a general Schur measure
where the Miwa times are not complex conjugate to one another is more elusive. In the Hermi-
tian case, we find an exact mapping between a quantum model of fermions and a probabilistic
model of random partitions.
Let us now consider a finite number of sites k1, . . . , kn (assumed distinct). The probability

that they are all simultaneously occupied is the correlation function

ρn(k1, . . . , kn) := ⟨c†k1ck1 · · · c
†
kn
ckn⟩t (2.12)

where we use ⟨·⟩t to denote an average ⟨g.s.t|·|g.s.t⟩ with respect to the ground state. As reviewed
in Appendix A (see Lemma 17), this correlation function is given by the n× n determinant

ρn(k1, . . . , kn) = det
1≤i,j≤n

K(ki, kj) (2.13)

where the correlation kernel (or propagator) K(·, ·) is explicitly given by

K(k, ℓ) = ⟨c†kcℓ⟩t =
∞∑

m=0

Jk+m+ 1
2
(t1, t2, . . .)Jℓ+m+ 1

2
(t∗1, t

∗
2, . . .) (2.14)
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where Jm(t1, t2, . . .) is the multivariate Bessel function

Jm(t1, t2, . . .) :=
1

2iπ

˛
dz

zm+1
e
∑

r≥1(trz
r−t∗rz

−r) (2.15)

(it reduces to the classical Bessel function Jm(2θ) when t1 = θ and all other tr are zero). Note
that K(k, ℓ) = K(ℓ, k)∗, i.e. the kernel is Hermitian.
Let us finally mention that the discussion of this section, and in particular the correspondence

between fermions and bosons discussed above, plays a key role in describing the solutions of the
Kadomtsev–Petviashvili (KP) hierarchy of integrable differential equations, see e.g. [MJD00].

2.2. Continuum limit and multicriticality

Motivation from momenta of trapped fermions on a line Let us turn to an informal dis-
cussion of the behaviour of lattice fermion models defined above in a continuum limit. The
particular asymptotic regimes we consider are motivated by the multicriticality phenomena
found in [LDMS18], where the authors considered the following model in the first quantisation
formalism: N non-interacting fermions in continuous unidimensional space are each subject to
a “flat trap” single particle Hamiltonian (written in terms of a dimensionless position space
coordinate)

H = −1

2

d2

dx2
+ x2m (2.16)

for integer m ≥ 1 (recovering the harmonic oscillator at m = 1). The potential confines the
particles to a region around the origin, in terms of the Fermi energy EF there is a right hand
side edge at position xedge = EF

1/2m. Looking at particles in a small window around xedge,

scaling with x
−1/3
edge , the potential they experience may be approximated by a linear one. The

behaviour in this window is universal for fermions at the edge of confining traps: as argued
by Eisler [Eis13], and recently proven via rigorous semi-classical analysis by Deleporte and
Lambert [DL23], as N → ∞, the fluctuations in the position xmax of the rightmost fermion

around xedge are at a scale of x
−1/3
edge and governed by the TW-GUE distribution.

If instead we write the flat trap Hamiltonian in momentum coordinates p, it reads2

H = (−1)m
d2m

dp2m
+

1

2
p2. (2.17)

There is an edge in momentum space too, at pedge = 2EF
1/2. Looking near the edge in co-

ordinates p̃ = (p − pedge)/κ, in a critical scaling regime3 κ = p
−1/(2m+1)
edge we may linearise the

quadratic kinetic energy to obtain the edge Hamiltonian

Hedge := (−1)m
d2m

dp̃2m
+ p̃ (2.18)

which satisfies Hedge = p
− 2m

2m+1

edge H+O(p
− 2m

2m+1

edge (p−pedge)2). The square integrable eigenfunctions
of this operator are given by the higher-order Airy functions defined at (1.9), as we have

HedgeAi2m+1(x+ v) =

(
(−1)m

d2m

dx2m
+ x

)
Ai2m+1(x+ v) = −vAi2m+1(x+ v). (2.19)

2The coordinates used in [LDMS18] have dimensions, with momentum space Hamiltonian H =

(−1)mℏ2mg d2m

dp2m
+ 1

2M
p2 for a coupling g and particle mass M .

3To use the conventions of [LDMS18], κ should be replaced with pN = ℏ
(

Mg
ℏpedge

) 1
2m+1 .
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The edge Hamiltonian has an unbounded linear spectrum. In [LDMS18], the authors found that
in a system of N fermions under the order m flat trap Hamiltonian (2.17), the fluctuations in
the maximum fermion momentum pmax are asymptotically governed by F2m+1(s) as N → ∞,
with

P
[
pmax − pedge

p
− 1

2m+1

edge

< s

]
→ F2m+1(s) := det(1−A2m+1)L2([s,∞)). (2.20)

Parametrised lattice fermion models We now propose a discrete counterpart of the above
model. Starting from the lattice fermion models of Section 2.1, we introduce a parameter θ > 0
and consider Hamiltonians

Hθγ =
∑
r≥1

[
a−rar − θrγr(ar + a−r) + θ2γ2r r

2

]
+ a20/2

=
∑
k

[
k :c†kck : −

∑
r≥1

θrγr
(
c†kck+r + c†kck−r

)]
(2.21)

where γ = (γ1, γ2, . . .) is a real finite sequence with γ1 > 0. From (2.11), the distribution of the
positions of ground state fermions under Hθγ can be expressed in terms of the Schur measure

P(λ) = e−θ2
∑

r rγ
2
r sλ[θγ]

2, and we consider Hθγ as θ grows large, first in a regime corresponding
to that of Theorem 1 then in one corresponding to Theorem 1.

The bulk First, consider a macroscopic scale of θ, and more precisely consider lattice positions
scaling as k ∼ xθ for finite x. In this regime we consider the ground state limiting density profile

ϱ(x) = lim
θ→∞

⟨c†xθcxθ⟩θγ (2.22)

where ⟨·⟩θγ denotes the expectation on the ground state of Hθγ ; then the probability of finding
a particle in [x, x + dx] is ϱ(x)dx. Following for instance [ADSV16, Section 1] and [BS21],

let ĉ†(ξ) =
∑

k e
ikξc†k be the Fourier transform of the fermionic creation operator; then, under

the assumptions of a local density approximation (see e.g. [Sté19]) where δ, δ′ are at a scale
much smaller than the system size but much bigger than the typical gap between particles,
the propagator at that scale experiences the potential as a fixed Fermi energy, which limits
the Fourier frequencies to ξ ∈ [−χ, χ] for some χ := χ(x) between 0 and π, once we make the
simplifying assumption that the Fourier frequencies have compact support for all x. Hence

⟨c†xθ+δcxθ+δ′⟩θγ ≈
ˆ χ

−χ

1

2π
eiξ(δ−δ′)dξ =

sinχ(δ − δ′)

π(δ − δ′)
, (2.23)

where “≈” indicates a local density approximation for large θ; in the limit as δ → δ′, we find
ϱ(x) = χ(x)/π.
Under the above assumptions, it is natural to look just at a local Hamiltonian Hx in a small

region around k = xθ, which is diagonalised via a local density approximation for large θ; we
have

Hx = xc†xθcxθ −
∑
r≥1

rγr
(
c†xθcxθ+r + c†xθcxθ−r

)
≈
ˆ χ

−χ

(
x−

∑
r≥1

2rγr cos rξ
)
c†(ξ)c(ξ)dξ. (2.24)
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Acting on the ground state with Hx, the boundary terms give

x−
∑
r≥1

2rγr cos rχ = 0, (2.25)

which in term gives an explicit formula for the limiting density, as ϱ(x) = χ/x. In terms of the
function Ω(x) defined at (1.15) as the limiting profile of the corresponding Schur measure, we
have ϱ(x) = 1

2−
1
2Ω

′(x). Now, the compact support assumption for the Fourier frequencies means
there is a unique χ ≥ 0 satisfying (2.25), and for this to be true the sequence γ must satisfy∑

r r
2γr sin rϕ ≥ 0 for all ϕ ∈ [0, π], which is the condition (1.4). One immediate consequence

is that (2.25) has a solution only for

2
∑
r≥1

(−1)rrγr ≤ x ≤ 2
∑
r≥1

rγr, (2.26)

or concisely for x ∈ [−b̃, b] in terms of the constants defined at (1.5); to the left of this region,
for x < −b̃, we have ϱ(x) = 1 and the right, x > b, we have ϱ(x) = 0. We revisit this formally
in Section 3.2.

The edge Let us turn our attention to the fluctuations around the right edge, and consider
the Hamiltonian in a microscopic critical scaling regime. In particular, we take an ansatz
k ∼ bθ + x(dθ)1/(2m+1) for the critical regime, where m is a positive integer, x is a finite

parameter and d is a constant. Then, writing c̃†x := c†k, we treat the kinetic hopping terms in
this regime just by Taylor expanding, with

c†k+r = c̃†
x+r(dθ)−1/(2m+1) =

∞∑
n=0

rn(dθ)−
n

2m+1
dn

dxn
c̃†x. (2.27)

In the expanded Hamiltonian, all of the odd derivatives cancel each other out. If we require that
the first m − 1 even derivatives are cancelled out but the m-th one has a non-zero coefficient,
the sequence γ must satisfy

∑
r r

2p+1γr = 0 for p = 1, . . . ,m− 1 and
∑

r r
2m+1γr ̸= 0, i.e. the

multicriticality conditions (1.3); fixing d to the fluctuation coefficient in (1.5), we have

Hθγ = (dθ)
1

2m+1

ˆ
R
:c†x

[
x+ (−1)m

d2m

dx2m

]
c(x) : dx+O(θ−

2m+2
2m+1 ), (2.28)

As θ → ∞, we see that (dθ)−
1

2m+1Hθγ should coincide precisely with the Hamiltonian Hedge

of (2.18). This heuristic is a meaningful one: one would expect as a consequence that the
multivariate Bessel wave functions of the lattice model coincide with the higher-order Airy
functions of the flat trap edge potential in this asymptotic regime, and that the kernels (or
ground state propagators) would be asymptotically equivalent in turn; see [KZ21b]. We confirm
this rigorously in Section 3.3.

3. Asymptotic analysis of multicritical Schur measures

In this section we prove our main results, Theorems 1 and 2. Our strategy exploits the known
connection between Schur measures and determinantal point processes (DPP). In Section 3.1
we write down an integral expression for the DPP correlation kernel corresponding to a multi-
critical measure Pm

θ , and review Okounkov’s general framework for its asymptotic analysis. In
Sections 3.2 and 3.3 we analyse in detail the limiting DPPs corresponding to the bulk and edge
behaviour respectively, from which we prove each theorem.
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3.1. Determinantal point process formulation and the higher-order Bessel kernels

In order to write explicit expressions for marginal statistics of partitions under Schur measures,
we apply the lattice fermion formulation presented in Section 2.1. To each partition λ we
associate the infinite set of half-integers

S(λ) = {λi − i+ 1
2 , i ∈ Z>0}, (3.1)

corresponding to the occupied sites in the state |λ⟩ defined at (2.9). If λ is distributed according
to a multicritical Schur measure Pm

θ (λ), the n-point correlation function ρn(k1, . . . , kn) as defined
at (2.12) is

ρn(k1, . . . , kn) = Pm
θ ({k1, . . . , kn} ⊂ S(λ)) = det

1≤i,j≤n
Jm
θ (k, ℓ) (3.2)

in terms of the correlation kernel

Jm
θ (k, ℓ) :=

∑
i

Jk+i+ 1
2
(θγ)Jℓ+i+ 1

2
(θγ). (3.3)

Note that this is the correlation kernel (2.15) where we take the Miwa times at their multicritical
values. We call Jm

θ (k, ℓ) an order m Bessel kernel, and it has an equivalent contour integral
expression

Jm
θ (k, ℓ) =

1

(2πi)2

‹
exp[θ

∑
r γr(z

r − z−r)]

exp[θ
∑

r γr(w
r − w−r)]

1

z − w

dzdw

zk+
1
2w−ℓ+ 1

2

(3.4)

where the integral in w is taken counter-clockwise along a contour c− enclosing the origin and
the integral in z is taken counter-clockwise over a contour c+ enclosing c− (see Lemma 17 in
Appendix A). Equation (3.2) states that the set S(λ) associated with a random partition λ
under Pm

θ forms a determinantal point process (DPP; see e.g. [HM19] for a short introduction)
with kernel Jm

θ . This is simply a special case of [Oko01, Theorem 1], which we restate and
prove in Appendix A for convenience (see Theorem 15).
The asymptotic statistics described by Theorems 1 and 2 are extracted from the large θ limits

of Jm
θ in appropriate regimes. On the one hand, the cumulative distribution of λ1 is equal to

a gap probability on S(λ). By the inclusion-exclusion principle, we have

Pm
θ (λ1 < k + 1

2) =

∞∑
n=0

(−1)n

n!

∞∑
j1=k+ 1

2

· · ·
∞∑

jn=k+ 1
2

ρn(j1, . . . , jn) = det(1− Jm
θ )ℓ2([k,∞)) (3.5)

where the final expression is a discrete Fredholm determinant, since Pm
θ (λ1 < k+ 1

2) is just the
probability of finding no element greater than k − 1

2 in S(λ). On the other hand, noting that
at integer values of θx we have

ψλ;θ(x) = x+
2

θ
·#{k ∈ S|k > θx}, x ∈ 1

θZ, (3.6)

we can see that the one-point function

Pm
θ (k ∈ S(λ)) = ρ1(k) = Jm

θ (k, k) (3.7)

gives the expectation of the rescaled profile of λ at points a distance 1/θ apart, with

E
(
ψλ,θ(x)

)
= x+

2

θ

∞∑
k=xθ+ 1

2

Jm
θ (k, k), x ∈ 1

θ
Z. (3.8)
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Action notation Let us introduce some useful ways to write an order m Bessel kernel for a
given sequence of parameters γ. The potential (which is always a polynomial in the cases we
consider) is

V (z) :=
∑
r≥1

γrz
r, (3.9)

and the action is defined as

S(z;x) :=
∑
r≥1

γrz
r −

∑
r≥1

γrz
−r − x log z = V (z)− V (z−1)− x log z. (3.10)

We will be interested in the large θ behaviour of Jm
θ (k, ℓ) at points k = xθ + k′, ℓ = xθ + ℓ′

where x is finite and k′, ℓ′ are sublinear in θ. Then, we have

Jm
θ (k, ℓ) =

1

(2πi)2

‹
eθ[S(z;x)−S(w;x)] dzdw

zk
′+ 1

2w−ℓ′+ 1
2 (z − w)

. (3.11)

The large θ limit is dominated by the saddle points of S(z;x), where its derivative vanishes, as
detailed in [FS09, Chapter VIII].

Multicritical actions and minimal measures It is useful to write the conditions for order
m multicriticality in terms of the action. The linear system (1.3) amounts to the following
vanishing condition for the odd derivatives:

d2p−1

dz2p−1
S(z; b)|z=1 = 0, p = 2, . . . ,m; (3.12)

note that for any Hermitian measure the even order derivatives vanish by symmetry. The
remaining requirements (1.4) are firstly the non-vanishing condition for the (2m+1)-th derivative

d2m+1

dz2m+1
S(z; b)|z=1 ̸= 0 (3.13)

and secondly a non-positivity condition for the second derivative taken along the upper half of
the unit circle, which we write

d

dϕ
D(ϕ) ≤ 0 for all ϕ ∈ [0, π] (3.14)

in terms of the real function

D(ϕ) :=
d

d log z
S(z;x)

∣∣∣∣
z=eiϕ

+ x =
∑
r

2rγr cos rϕ. (3.15)

The edge and fluctuation coefficients given in (1.5) are just solutions to

d

dz
S(z; b)

∣∣
z=1

= 0,
d

dz
S(z; b̃)|z=−1 = 0,

d2m+1

dz2m+1
S(z; b)

∣∣
z=1

= (−1)m+1(2m)!d. (3.16)

The edge coefficients also give the range of the unit circle derivative function D(ϕ); from the
monotonicity condition (3.14), we have

−b̃ ≤ D(ϕ) ≤ b. (3.17)
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Note that for x ∈ [−b̃, b], the function Ω(x) given in (1.15) is obtained by inverting the function
D, specifically by integrating the positive solution of

D(χ) = x. (3.18)

Making a brief digression, with these expressions for the multicriticality conditions in terms
of the action it is straightforward to show the following:

Proposition 10 (Multicriticality of the minimal measures). The measures Pa,m
θ and Ps,m

θ are
order m multicritical.

Proof. From the coefficients (1.21), one can recognise that the log derivative of the action
associated with Pa,m

θ at the right edge b is a binomial series, which sums to

d

d log z
S(z; b) = (−1)m+1

(
2m
m−1

)−1
(z1/2 − z−1/2)2m. (3.19)

It is immediately clear that the first 2m − 1 derivatives of this function disappear at z = 1,
and it follows that the action satisfies (3.12); similarly, it follows from the fact that (2m)-th
derivative of this function vanishes at z = 1 that the action satisfies (3.13). Evaluating the log
derivative at z = eiϕ we have

D(ϕ)− b = −4m
(

2m
m−1

)−1
sin2m

ϕ

2
(3.20)

and its derivative is
d

dϕ
D(ϕ) = −4mm

(
2m
m−1

)−1
sin2m−1 ϕ

2
cos

ϕ

2
(3.21)

which is non-positive for ϕ ∈ [0, π] as required.
From the coefficients (1.24), the second log derivative of the action associated with Ps,m

θ is a
binomial series, summing to

d2

d log z2
S(z;x) = (−1)m+1

(
2m−1
m−1

)−1
(z − z−1)2m−1 (3.22)

for any x. Since its first 2m − 2 derivatives vanish at z = 1 and its (2m − 1)-th derivative is
non-zero, S(z, x) satisfies (3.12) and (3.13). Inserting z = eiϕ we have

d

dϕ
D(ϕ) = i

d2

d log z2
S(z;x)

∣∣
z=e−ϕ = −4m

2

(
2m−1
m−1

)−1
sin2m−1 ϕ (3.23)

which is non-positive for ϕ ∈ [0, π], and (3.14) is satisfied. Hence, each family of minimal
measures is meets the requirements of Definition 20.

The limit shapes for Pa,m and Ps,m given in Corollaries 5 of Theorem 2 and 7 respectively are
obtained by inverting the corresponding functions D(ϕ) given above.

A recipe for the saddle point analysis Our approach to the asymptotics of Jm
θ (k, ℓ) adapts

a procedure of Okounkov and coauthors, detailed in the lecture notes [Oko02].
We start by choosing contours c+ : |z| = 1 + δ and c− : |w| = 1− δ for a small δ > 0 for the

integral (3.4). If V (z) has degree n, S(z;x) has 2n saddle points for each x; from the symmetries
of the kernel, if zs is a saddle point, so are z̄s and 1/zs; each integral is approximated by the
contribution near a saddle point which is a maximum of Re(S(z;x)) on the contour.
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First let us consider the analysis of the one-point function ρ1(k) at a “macroscopic” scale
k ∼ xθ, with reference to the heuristics for the limiting density ϱ(x) := limθ→∞ ρ1(⌊xθ⌋ − 1

2)
of the set S(λ) given in Section 2.2. In terms of the locations of the saddle points, that is the
solutions of

d

d log z
S(z;x) = 0 =

∑
r≥1

rγr(z
r − z−r)− x, (3.24)

we identify three regions of the line:

(i) The empty region: For x > b, Sn(z, x) has no saddle points on the unit circle. We find that
ϱ(x) = 0 by deforming c+ outwards and c− inwards, and seeing that the double integral
on these contours decays exponentially as θ → ∞.

(ii) The bulk: For −b̃ < x < b, there are exactly two saddle points on the unit circle, z∗± = e±iχ

where D(χ) = x and 0 < χ < π (recall that by (3.14), this solution is unique). Then, we
can deform both c+ and c− through both points z∗±, by pulling c− outwards over c+ over
the arc of the unit circle from −χ to χ; the only contribution in the θ → ∞ limit is from
integrating the pole at z = 0 along that arc, which gives ϱ = χ/π.

(iii) The frozen region: For x < −b̃, Sn(z, x) again has no saddle points on the unit circle. In
this case, we can deform c+ inwards and c− outwards so that the double integral decays
exponentially. In doing so, the contours are exchanged completely, and integrating the
z = w pole over the unit circle shows that ϱ(x) = 1.

See Figures 4 and 5. This is a very direct generalisation of the asymptotic analysis of the
Poissonised Plancherel measure in [BOO00]. On the interfaces between these regions, however,
the generalisation is more subtle.
At the right edge x = b where the density ϱ vanishes, 2m of the saddle points coalesce at

1, and it is this phenomenon that gives rise to new critical exponents for edge fluctuations.
Approximating the kernel on a pair of points near bθ by the contribution to the double contour
integral of this order 2m saddle point, we find non-trivial correlations if the points are displaced
from bθ at a new critical scale of (dθ)1/(2m+1), generalising the θ1/3 critical edge scaling of the
Poissonised Plancherel measure (and giving a rather direct meaning to the term “multicritical”).
On the left edge x = −b̃, 2m̃ saddle points coalesce at −1 where m̃ is the order of multicriticality
of the conjugate measure by Proposition 3.

3.2. Limit shapes

To prove Theorem 2, we start with a general limit shape result:

Lemma 11. Let λ be a random partition under any Hermitian Schur measure with a single
positive parameter θ, such that Pγ

θ (λ) = e−θ2
∑

r r|γ|2sλ[θγ]sλ[θγ̄] for some non-zero sequence of
complex coefficients γ. Then, if there exists a curve Ω such that Ω(x) − |x| has finite support
and for all x E(ψλ,θ(x)) → Ω(x) as θ → ∞, we also have

sup
x

|ψλ,θ(x)− Ω(x)| p−→ 0. (3.25)

Proof. Let Kθ denote the Hermitian kernel given at (2.14) with t = θγ. Then, S(λ) forms a
DPP with kernel Kθ. Setting

N(n) := #{k ∈ S(λ)|k > n}), (3.26)
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the expectation and variance of N(n) may be expressed in terms of Kθ as

E(N(n)) = tr(n,∞)Kθ, Var(N(n)) = tr(n,∞)(Kθ −K2
θ ). (3.27)

Since Kθ is Hermitian, we have tr(n,∞)K
2
θ ≥ 0 and hence

Var(N(n)) ≤ E(N(n)). (3.28)

Now, considering a regime where n = xθ, we set Ñ(xθ) = N(xθ)/θ, so

Var(N(xθ)) = θ−2Var(N(xθ)) ≤ θ−1E(Ñ(xθ)). (3.29)

Suppose that there exists a fixed function Ω such that we have a limit

Ω(x) = lim
θ→∞

E(ψλ,θ(x)) = x+ 2 lim
θ→∞

E(Ñ(xθ)) (3.30)

(we recall the expression (3.6) for the profile). Then, we have

Var(ψλ,θ(x)) ≤ θ−12E(Ñ(xθ))
θ→∞−−−→ 0 (3.31)

and we have pointwise convergence in probability for ψλ,θ(x).
This in turn implies the convergence of the supremum norm. Let I ⊂ R be a bounded interval

and let Iε be the set I ∩ εZ; then, by the 1-Lipschitz property of ψλ,θ we have for each ε > 0

P
(
sup
x∈I

|ψλ,θ(x)− Ω(x)| > ε

)
≤ P

(
sup
x∈Iε

|ψλ,θ(x)− Ω(x)| > ε

2

)
. (3.32)

On right hand side, the supremum is over a finite set, so the convergence to zero at each x ∈ Iε
implies the convergence of the supremum to zero, in turn implying that the supremum norm over
all I converges to zero in probability, and in particular we have convergence over the support
of Ω(x)− |x|. To extend to all R, we reapply the 1-Lipschitz property: choose a > 0 such that
[−a, a] contains the support of Ω(x)− |x|, then

sup
x∈(a,∞)

|ψλ,θ(x)− Ω(x)| = sup
x∈(a,∞)

|ψλ,θ(x)− |x|| ≤ ψλ,θ(a)− a (3.33)

and the final term converges to zero in probability, completing the proof.

With that, we need only find the limiting expectation of the rescaled profile under a multi-
critical measure. First, we have a limiting kernel and one-point function:

Lemma 12. For finite integers s, t, as θ → ∞ we have

Jm
θ (⌊xθ⌋+ s− 1

2 , ⌊xθ⌋+ t− 1
2) →


δst, x < −b̃
sinχ(x)(s−t)

π(s−t) , x ∈ [−b̃, b]
0, x > b

(3.34)

where χ(x) is the unique non-negative solution of
∑

r 2rγr cos rχ(x) = x, uniformly for x in
compact subsets of R and s, t in compacts of Z. If λ is a random partition under Pm

θ (λ) =

e−θ2
∑

r rγ
2
r sλ[θγ]

2, as θ → ∞

P(⌊xθ⌋ − 1
2 ∈ S(λ)) = ρ1(⌊xθ⌋ − 1

2) → ϱ(x) =


1, x < −b̃
χ(x)
π , x ∈ [−b̃, b]

0, x > b.

(3.35)
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We state the limiting kernel itself because it is the universal aspect of the asymptotic bulk
behaviour: while the limiting density profile ϱ depends on the specific choice of coefficients γ,
the discrete sine kernel on the right of (3.34) for points a finite distance apart in the bulk, and
even more universal than the edge behaviour of Theorem 1 since it does not depend on the
order of multicriticality m.

Proof. The expression for the limiting density follows directly from the s → t limit of the
limiting kernel, so we only need to find the limit as θ → ∞ of

Jm
θ (⌊xθ⌋+ s− 1

2 , ⌊xθ⌋+ t− 1
2) =

1

(2πi)2

‹
c+,c−

eθ[S(z;x)−S(w;x)]dzdw

zswt(z − w)
(3.36)

in each of the three “regions” corresponding to ranges for x previously mentioned. Starting
from contours c+ for z passing just outside the unit circle and c− for w passing just inside it,
we deform them to some

c′± : R±e
iϕ, ϕ ∈ [−π, π] (3.37)

where each R± := R±(ϕ) may depend on the angle ϕ but is everywhere close to 1. We will look
at

Re[S(z;x)− S(w;x)]

∣∣∣∣z=R+eiϕ+

w=R−eiϕ−

= (R+ − 1)[D(ϕ+)− x]− (R− − 1)[D(ϕ−)− x)

+O
(
(R+ − 1)2 + (R− − 1)2

)
(3.38)

in order to identify the appropriate contours, which are illustrated in Figures 4 and 5.

(i) The empty region For x > b, we have D(ϕ) < x for all ϕ ∈ [−π, π]. Setting R+ > 1 and
R− < 1 for all ϕ in c′± as defined in (3.37) we have, for z ∈ c′+ and w ∈ c′−,

Re[S(z;x)− S(w;x)] < 0 (3.39)

for R± sufficiently small (note that the contours do not need to pass through saddle points to
find the required decay). In deforming c± to c′± the contours do not cross one another, so there
is no z = w pole to consider; hence for all finite s, t (and indeed for all s, t = o(θ)) we have
exponential decay of the kernel which in turn implies dominated convergence, so that

lim
θ→∞

Jm
θ (xθ + s, xθ + t) =

1

(2πi)2
lim
θ→∞

‹
c′+,c′−

eθ[S(z,x)−S(w,x)]dzdw

zs+
1
2wt+ 1

2 (z − w)
= 0. (3.40)

Similarly, ϱ(x) = 0 for all x > b.

(ii) The bulk For x ∈ (−b̃, b), there is a unique χ ∈ (0, π) such that D(χ) = x. By the
monotonicity condition (3.14), we have D(ϕ) > x for |ϕ| < χ and D(ϕ) < x for |ϕ| > χ. Hence,
c′± are proper saddle point contours on which Re[S(z;x) − S(w;x)] ≤ 0 is maximal and equal
to 0 at z = w = e±iχ if we set, respectively, R+ < 1 and R− > 1 for |ϕ| < χ, and R+ > 1,
R− < 1 for |ϕ| > χ, all sufficiently close to 1. Deforming each of c± to c′± involves pulling them
across one another either side of the unit circle along the arc c2χ : z = eiϕ, ϕ ∈ [−χ, χ]. From
the exchange, the integral in z picks up a residue of 1 from the z −w pole for all w = eiϕ along
c2χ, and we have

Jm
θ (xθ + s, xθ + t) =

1

2πi

ˆ
c2χ

dw

ws−t+1
+

1

(2πi)2

‹
c′+,c′−

eθ(S(z;x)−S(w;x))dzdw

zs+
1
2wt+ 1

2 (z − w)
(3.41)
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c′+

c′−

χ

c2χ

−b̃ < x < b

c−
c+

Re

Imx > b

c′−

c′+

x < −b̃

c1

Figure 4: Saddle points (shown as black dots) of the action S(z;x) for the m = 2 minimal measure Pa,2
θ ,

at x = 1.6 in the empty region (top left), at x = 1 in the bulk (top right) and at x = −2.8 in the frozen
region (bottom). The contours c+, c

′
+ (shown in blue) pass through regions where Re(S(z;x)) < 0,

whereas the contours c−, c
′
− (shown in red) pass through regions where Re(S(z;x)) > 0.

As this is a saddle point approximation we can easily estimate the rate of decay: for all finite
s, t, the integral on c′± is O(θ−1/2), since a change of variables to z = e±iχ + iθ−1/2ζ and
w = e±iχ+ iθ−1/2ω shows that, in terms of f(ζ, ω) = (ζ2−ω2)S′′(z∗+;x)/2 this integral is equal
to

θ−
1
2

(2π)2

¨ θ
1
2 π

−θ
1
2 π

eRef(ζ,ω) sin(Imf(ζ, ω))

eiχ(s+1)e−iχ(t+1)

dζdω

ζ − ω
+O(e−θ). (3.42)

This is sufficient to see that only the integral on c2χ contributes to the limit, to give

lim
θ→∞

Jm
θ (xθ + s, xθ + t) =

1

2π

ˆ χ

−χ
e−iϕ(s−t)dϕ =

sinχ(s− t)

π(s− t)
(3.43)

It follows that ϱ(x) = χ/π where χ is the non-negative solution of D(χ) = x for x ∈ [b̃, b].

(iii) The frozen region For x < −b̃, we have D(ϕ) > x for all ϕ. Hence, from (3.38), by setting
R+ < 1 and R− > 1 sufficiently close to 1 for all ϕ, we have Re[S(z;x) − S(w;x)] < 0 for z
on c′+, w on c′−. Now deforming c± to c′± involves passing them across one another along the
whole unit circle c1 : |z| = 1. We have

Jm
θ (xθ + s, xθ + t) =

1

2πi

˛
c1

dw

ws−t+1
+

1

(2πi)2

‹
c′+,c′−

eθ(S(z;x)−S(w;x))dzdw

zs+
1
2wt+ 1

2 (z − w)
. (3.44)

The integral on c′± decays to zero exponentially fast as θ → ∞, and the residue on c1 gives

lim
θ→∞

Jm
θ (xθ + s, xθ + t) = δst. (3.45)
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c−

c+
c′−

c′+

c2χ

χ

c′−

c1

c′+

x > b x = 0 x < −b

Figure 5: Saddle points of the action and contours for the m = 3 symmetric minimal measure Ps,m
θ , at

x = 2 in the empty region (left), at x = 0 in the bulk (centre) and at x = −2 in the frozen region (right).
Here, exchanging x with −x reflects the saddle points about the imaginary axis.

It follows that ϱ(x) = 1 for x < −b̃.
Putting the three regions together, the proof is complete.

With these ingredients we can finally prove the limit shape theorem.

Proof of Theorem 2. By Lemma 11, it is sufficient to find the limit of the expectation for
E(ψλ,θ) to have convergence in probability; by (3.8) this is

Ω(x) := lim
θ→∞

E(ψλ,θ(x)) = x+ 2

ˆ ∞

x
ϱ(x′)dx′ (3.46)

in terms of the limiting density ϱ given in the previous Lemma 12. Since Ω(b) = b and Ω(−b̃) = b̃,
we can write this as the finite integral

Ω(x) =

{
x+ 2b̃+ 2

π

´ x
−b̃ χ(v)dv, x ∈ [−b̃, b]

|x| , x > b and x < −b̃
(3.47)

as required.
Now consider the vanishing of ϱ(x) as x → b. Noting that χ(b) = 0, we develop χ(b − ε)

around zero when ε > 0 is small. Expanding D(χ) for χ small and applying the multicriticality
condition (1.3) we find

b− dχ2m +O(χ2m+2) = b− ε . (3.48)

So χ(b− ε) ∼ (ε/d)1/2m as ε→ 0, and as x→ b we have

χ(x) ∼
(
b− x

d

) 1
2m

. (3.49)

Then, from (3.47), we recover the edge vanishing behaviour (1.17) as required.

3.3. Asymptotic edge fluctuations

We turn our attention to proving Theorem 1. Again we start with the limiting kernel, now in
the critical scaling regime near the right edge:

Lemma 13. As θ → ∞, we have

(dθ)
1

2m+1Jm
θ (⌊bθ + x(dθ)

1
2m+1 ⌋ − 1

2 , ⌊bθ + y(dθ)
1

2m+1 ⌋ − 1
2) (3.50)

→ A2m+1(x, y) =
1

(2πi)2

ˆ
iR−1

ˆ
iR+1

exp
[
(−1)m+1 ζ2m+1

2m+1 − xζ
]

exp[(−1)m+1 ω2n+1

2n+1 − yω]

dζdω

ζ − ω

uniformly for x, y in compact subsets of R.
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c+c− c1m = 1

1 Re

c+c− c1m = 2

1

c+c− c1m = 3

1

Figure 6: The vicinity of the order 2m saddle point of the action S(z; b) for order m = 1, 2, 3 multicritical
measures, and our choice of integration contours c+, c− (shown in black) for this regime. The colours
indicate the values of Re(S(z; b)), with blue where Re(S(z; b)) < 0 and red where Re(S(z; b)) > 0. The
steepest ascent and descent curves near the unit circle are indicated with dashed white lines; they leave
the point z = 1 at angles of mπ

2m+1 from the real axis. We plot this for Pa,m
θ , but this picture is universal

close enough to z = 1.

Here we justify the critical scaling regime directly by the proof, but we refer to Appendix C
for an informal derivation of a similar scaling regime.

Proof. In terms of the action, the kernel in the edge regime is

Jm
θ

(
⌊bθ + x(dθ)

1
2m+1 ⌋ − 1

2 , ⌊bθ + y(dθ)
1

2m+1 ⌋ − 1
2

)
=

1

(2πi)2

‹
c+,c−

exp[θS(z; b)− x(dθ)
1

2m+1 log z]

exp[θS(w; b)− y(dθ)
1

2m+1 logw]
[1 + o(1)]

dzdw

z − w
(3.51)

where the little-o accounts for the difference between the continuous coordinates and their
integer parts, and is uniform in x and y. The action S(z; b) has an order 2m saddle point at
z = 1. Let us take the integral over contours which only approach this point as θ tends to
infinity, namely the circles4

c+ : |z| = exp
[
(dθ)−

1
2m+1

]
, c− : |w| = exp

[
− (dθ)−

1
2m+1

]
. (3.52)

Note that these contours do not cross, so we do not encounter the z = w pole. They are
illustrated in Figure 6.
As before, let us parametrise c+ by ϕ ∈ [−π, π]. Then we have, uniformly in ϕ,

Re
(
S
(
e(dθ)

− 1
2m+1

eiϕ; b
))

= (D(ϕ)− b)(dθ)−
1

2m+1 +O
(
θ−

3
2m+1

)
. (3.53)

The dominant term is maximal at ϕ = 0, and a similar parametrisation of c− shows that when
θ is large, the dominant term of Re(S) is minimal at ϕ = 0. We now show that the integrals on
c+ and c− are each dominated by a suitably chosen region around their intersections with the
positive real axis.

4This choice of contour differs from the one presented in [Oko02] even at m = 1; rather, we adapt the contours
used in [BB19]. One can alternatively adapt the contours in [Oko02] to ones passing through 1 at angles of
mπ/(2m + 1) from the real axis; asymptotically this recovers the integration contours used in [CCG19] to
define the higher-order Airy function (see Figure 6; of course, this does not change the value of the integral).
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Central region and tails We fix a number ε ∈ (0, 2
(2m+1)(2m+3)) (the choice of the upper bound

will be justified in what follows), and define the central region as

I := {(z, w) ∈ c+ × c− : | arg z|, | argw| < (dθ)−
1

2m+1
+ε}. (3.54)

The complementary region Ic = c+ × c− \ I is called the tail region; let us first bound its
contribution to the integral in (3.51). By (3.14) and by the multicriticality condition (1.3),
there is a C > 1 such that

D(ϕ)− b ≤ −ϕ
2m

C
for all ϕ ∈ [−π, π]. (3.55)

By (3.53), we see that for any points in Ic, we have a uniform bound on the integrand of the
kernel, with

eθ(S(z;b)−S(w;b)) = O
(
e−θ2mε/C

)
. (3.56)

As the domain of integration is bounded, and as 1/(z − w) = O(θ
1

2m+1 ), we conclude that the
contribution from the tail region Ic to the integral is exponentially small in θ.
We now estimate the contribution from the central region I. For this, we make the change

of variables

z = exp
[
ζ(dθ)−

1
2m+1

]
, w = exp

[
ω(dθ)−

1
2m+1

]
, ζ ∈ i[−(dθ)ε, (dθ)ε] + 1, (3.57)

ω ∈ i[−(dθ)ε, (dθ)ε]− 1.

Then, recalling the multicriticality conditions (3.12) and the expressions (3.16) for b, d, a Taylor
expansion of the action yields

S(eζ(dθ)
− 1

2m+1
; b) = S(1, b) +

(−1)m+1

θ

ζ2m+1

2m+ 1
+O

(
θ(2m+3)ε− 2m+3

2m+1

)
(3.58)

uniformly in ζ. The integrand of Jm
θ has an exponentially decaying upper bound, as uniformly

on c+ and c− we have∣∣∣∣∣ exp[θS(z; b)− x(dθ)
1

2m+1 log z]

exp[θS(w; b)− y(dθ)
1

2m+1 logw]

∣∣∣∣∣ ≤ C1 exp
[
− C2(dθ)

1
2m+1 (x+ y)

]
(3.59)

for constants C1, C2, so by dominated convergence the limit of its integral converges to the
integral of its limit. Since x log z = xζ(dθ)1/(2m+1), y logw = yω(dθ)1/(2m+1) and z − w =
(dθ)−1/(2m+1)(ζ − ω) + O(θ−2/(2m+1)) and by the bound on the tails contribution, we have a
uniform approximation of the kernel

Jm
θ

(
⌊bθ + x(dθ)

1
2m+1 ⌋ − 1

2 , ⌊bθ + y(dθ)
1

2m+1 ⌋ − 1
2

)
(3.60)

= (dθ)−
1

2m+1
1

(2πi)2

ˆ
iIθ−1

ˆ
iIθ+1

exp
[
(−1)m+1 ζ2m+1

2m+1 − xζ
]

exp[(−1)m+1 ω2n+1

2n+1 − yω]
[1 + o(1)]

dζdω

ζ − ω

where Iθ is the interval [−(dθ)ε, (dθ)ε]. The o(1) term accounts for the error of θO(θ(2m+3)ε− 2m+3
2m+1 )

from the Taylor approximation of S, which is indeed o(1) as we chose ε < 2
(2m+1)(2m+3) , as well

as o(1) errors from the discretisation and the first order approximation of z − w by ζ − ω. As
θ → ∞, we have Iθ → R, and the convergence (3.50) follows immediately, as required.
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With this, we can finally prove our main result.

Proof of Theorem 1. If λ is a random partition under Pm
θ the probability of that there is no

element of S(λ) greater than some half-integer ℓs := ⌊bθ + s(dθ)1/(2m+1)⌋ − 1
2 is a discrete

Fredholm determinant of the form (3.5), namely

Fm
θ (ℓs) = det(1− Jm

θ )l2(ℓs+Z≥0) = Pm
θ (λ1 < ⌊bθ + s(dθ)1/(2m+1)⌋)

=
∞∑
n=0

(−1)n

n!

∞∑
k1=ℓs

· · ·
∞∑

kn=ℓs

det
1≤i,j≤n

Jm
θ (ki, kj)dk1 · · · dkn. (3.61)

We need to show that it converges to the continuous Fredholm determinant det(1−A2m+1)L2([s,∞)

of the kernel given in (3.50) as θ → ∞.
First, using a change of variables kxi := ⌊bθ + xi(dθ)

1/(2m+1)⌋ − 1
2 , we can write the discrete

determinant on L2([s,∞)) as

Fm
θ (ℓs) =

∞∑
n=0

(−1)n

n!

ˆ ∞

s
· · ·

ˆ ∞

s
det

1≤i,j≤n

[
(dθ)

1
2m+1Jm

θ (kxi , kxj )
]
dx1 · · · dxn. (3.62)

By Lemma 13, for each n in the sum we have the pointwise convergence of the integrand
to det1≤i,j≤nA2m+1(xi, yj). The convergence of the Fredholm determinant follows from an
application of Hadamard’s bound of the determinant by a product of column sums; then, we

only need to show that the traces of (dθ)
1

2m+1Jm
θ converge to the traces of A2m+1. But we

can apply the same exponential decay bound (3.59) once again to bound (dθ)
1

2m+1Jm
θ itself

on any interval that is bounded below, and by dominated convergence on such an interval
we have the convergence of the discrete Fredholm determinant Fm

θ (ℓs) to the continuous one
F2m+1(s) = det(1−A2m+1)L2([s,∞)).
It remains to show that the expression (3.50) for A2m+1 in Lemma 13 is indeed equivalent to

our original definition (1.8). First, we insert 1/(ζ − ω) =
´∞
0 ev(ζ−ω)dv into (3.50) to write

A2m+1(x, y) =

ˆ ∞

0
Ai2m+1(x+ v)Ai2m+1(y + v)dv. (3.63)

Following [LDMS18, Appendix D], we apply the eigenfunction relation (2.19) to obtain

(x− y)A2m+1(x, y) =

ˆ ∞

0
[(x+ v)− (y + v)] Ai2m+1(x+ v)Ai2m+1(y + v)dv (3.64)

= (−1)m+1

ˆ ∞

0
(Ai

(2m)
2m+1(x+ v)Ai2m+1(y + v)−Ai2m+1(x+ v)Ai

(2m)
2m+1(y + v))dv.

Then we note that the integrand can be written

Ai
(2m)
2m+1(x+ v)Ai2m+1(y + v)−Ai2m+1(x+ v)Ai

(2m)
2m+1(y + v)

=
∂

∂v

2m−1∑
i=0

(−1)iAi
(i)
2m+1(x+ v)Ai

(2m−1−i)
2m+1 (y + v). (3.65)

Inserting this back into the integral, only the v = 0 boundary term contributes, recovering the
“Christoffel–Darboux type” expression (1.8) and completing the proof.
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4. Multicritical unitary matrix models

In this final section we consider the ℓ × ℓ unitary matrix models with densities pmθ,ℓ. First
we give a proof of Theorem 8, which states that the partition functions of these models are
given by the distributions Pm

θ (λ1 ≤ ℓ). Then we informally study the behaviour of the limiting
eigenvalue density as ℓ tends to infinity and as the parameter θ grows linearly in ℓ, to find the
edge behaviour given by (1.35).

4.1. Exact mapping between Schur measures and unitary matrix integrals

Now let us turn to proving Theorem 8. By Proposition 3, we can equivalently write this theorem
as follows:

Corollary 14 of Theorem 8 (Equivalent conjugate partition formulation of Theorem 8). Let
λ be a random partition under a Schur measure P(λ) = e−

∑
r rtrt

′
rsλ[t]sλ[t

′] for some sequences
of Miwa times t, t′. Then, for any positive integer ℓ, we have

e
∑

r rtrt
′
rP(ℓ(λ) ≤ ℓ) = det

1≤i,j≤ℓ
gj−i =

ˆ
U(ℓ)

etr
∑

r(trU
r+t′rU

∗r)DU (4.1)

where the gn appearing in the determinant are given by∑
n∈Z

gnz
n = exp

[∑
r≥1

(trz
r + t′rz

−r)

]
. (4.2)

and where DU denotes the Haar measure on the unitary group U(ℓ).

We prove the result in this formulation, as it is somewhat simpler.

Proof of Corollary 14 and Theorem 8 . The first equality of (4.1) may be written∑
λ: ℓ(λ)≤ℓ

sλ[t]sλ[t
′] = det

1≤i,j≤ℓ
gj−i, (4.3)

which, with gn as defined in (4.2), was proven by Gessel in [Ges90]. It follows from the Jacobi–
Trudi formula (1.1) which for our purposes serves as a definition of the Schur measure, and
which gives ∑

λ: ℓ(λ)≤ℓ

sλ[t]sλ[t
′] =

∑
λ

det
1≤i,j≤ℓ

hλi−i+j [t] det
1≤i,j≤ℓ

hλi−i+j [t
′] (4.4)

where hi[t] again denotes the complete homogeneous symmetric functions with generating func-
tion

∑
i hi[t]z

i = e
∑

r trz
r
. The expression (4.4) is a sum of products of ℓ × ℓ minors of the

non-square Toeplitz matrices

H = (Ha,b) 1≤a≤ℓ
1≤b<∞

, Ha,b = hb−a[t] and H ′ = (H ′
a,b)1≤a≤∞

1≤b<ℓ
, H ′

a,b = ha−b[t
′]. (4.5)

The Cauchy–Binet identity (see e.g. [Ait56, Chapter IV] or [For19]) gives, for any matrices A,B
such that AB has dimension ℓ× ℓ,∑

L⊂{1,2,...}
|L|=ℓ

detA|L detB|L = detAB (4.6)
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where A|L denotes the ℓ× ℓ submatrix of A including the rows indexed by L; noting that H ·H ′

is ℓ× ℓ, this gives ∑
λ: ℓ(λ)≤ℓ

sλ[t]sλ[t
′] =

∑
L⊂(1,2,3,...)

|L|=ℓ

detH|L detH ′|L = detH ·H ′ (4.7)

and the entries of the final matrix product are

(H ·H ′)a,b =
∑
i

hi−a[t]hi−b[t
′] =

∑
i

hi−a+b[t]hi[t
′], 1 ≤ a, b ≤ ℓ (4.8)

(the sum over i can run over all integers thanks to the convention hi = 0 for i < 0). Thus H ·H ′

is a Toeplitz matrix, and its symbol is (below we use za = zk+az−k)∑
n

zn
∑
i

hi+n[t]hi[t
′] =

∑
n

∑
i

zi+nhi+n[t]z
−ihi[t

′] = exp

[∑
r≥1

(trz
r + t′rz

−r)

]
. (4.9)

This is precisely the Toeplitz determinant symbol generating the entries gn in the statement,
proving the first equality.
To prove the second equality, or Heine’s identity, we use the Cauchy–Binet identity in its

continuous form; this is called the Andrëıef identity, see e.g. [For19]. For some space R equipped
with a measure µr and integrable functions Φi,Ψi on R for 1 ≤ i ≤ ℓ, this identity gives

ˆ
R
· · ·
ˆ
R
[detΦi(zj)] · [detΨi(zj)]dµr(z1) · · · dµr(zℓ) = ℓ! det[

ˆ
R
Φi(z)Ψj(z)dµr(z)] (4.10)

where each determinant is over indices 1 ≤ i, j ≤ ℓ. We apply this to the unitary matrix integral
on the right hand side, first writing it as an ℓ-fold contour integral on the unit circle

1

(2πi)ℓℓ!

˛
c1

· · ·
˛
c1

ℓ∏
i=1

e
∑

r≥1(tru
r
i+t′ru

−r
i )
∏
i<j

|ui − uj |2
du1
u1

· · · duℓ
uℓ

(4.11)

and then as an ℓ-fold integral over determinants: for the squared Vandermonde determinant,
we have∏

i<j

(ui − uj)(ūi − ūj) =
∏
i<j

(ui − uj)(u
−1
i − u−1

j ) = det
1≤i,j≤ℓ

ui−1
j · det

1≤i,j≤ℓ
u1−i
j (4.12)

since |ui| = 1, then split
∏

i e
∑

r≥1(trz
r+t′rz

−r) across each determinant to see that this integral
is equal to the left hand side of the Andrëıef identity expression (4.10) where we insert

R = c1, dµr(u) =
du

2πiu
, Φi(u) = u1−ie

∑
r≥1 tru

r

, Ψi(u) = ui−1e
∑

r≥1 tru
−r

(4.13)

(where c1 denotes the unit circle). Then, the right hand side of the identity is

det
1≤i,j≤ℓ

˛
c1

e
∑

r≥1(tru
r+t′ru

−r) du

ui−j+1
(4.14)

where the integral extracts precisely the Toeplitz matrix element gi−j . This gives the second
equality and completes the proof.
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Figure 7: Eigenvalue densities for random ℓ×ℓ unitary matrices under the minimal multicritical probabil-
ity densities pa,mθ,ℓ (left) and ps,mθ,ℓ (right) in the limit ℓ→ ∞ in the critical regime θ = ℓ/b. The eigenvalues

lie on the unit circle, and ϱa/s,m(α) denotes the limiting density at eiα, as defined at (1.34). See (4.26)
for a general expression. In the right hand figure, note the symmetry ϱs,m(π − α) = 1

π − ϱs,m(α).

To prove the original equalities of Theorem 8 directly, we can proceed analogously from the
dual Jacobi–Trudi formula (1.19). We have

e
∑

r rtrt
′
rP(λ1 ≤ ℓ) =

∑
λ :λ1≤ℓ

det
1≤i,j≤ℓ

eλ′
i−i+j [t] det

1≤i,j≤ℓ
eλ′

i−i+j [t
′] (4.15)

where ei[t] are the elementary symmetric functions generated by
∑

i ei[t]z
i = e

∑
r(−1)r+1trzr .

Repeating the arguments above, we find

e
∑

r rtrt
′
rP(λ1 ≤ ℓ) = det

1≤a,b≤ℓ

∑
i

ei−a+b[t]ei[t
′] (4.16)

and the symbol of the Toeplitz determinant is∑
n

zn
∑
i

ei+n[t]ei[t
′] = e

∑
r(−1)r+1(trzr+t′rz

−r) (4.17)

which is the symbol in the statement; so, we have a determinant of fi−j , proving the first
equality. This is the dual version of Gessel’s theorem.
Now once again we can start from the rightmost unitary matrix integral, and write it in the

form of the left hand side of the Andrëıef identity (4.10) with the same insertions (4.13), except
for

Φi(u) = u1−ie
∑

r≥1(−1)r+1trur

, Ψi(u) = ui−1e
∑

r≥1(−1)r+1tru−r

; (4.18)

then, the right hand side of the identity gives us the determinant of a contour integral which
extracts the matrix element fi−j from the symbol as required. Of course, the same equalities
can be derived from Corollary 14 by Proposition 3 directly.

4.2. Asymptotic behaviour of multicritical unitary matrix models

In this section we consider the unitary matrix models exactly related to multicritical Schur mea-
sures Pm

θ by Theorem 8, and consider their probability density of eigenvalues in an asymptotic
regime corresponding to the one in Theorem 2. For a potential V (z) =

∑
r γrz

r with coefficients
satisfying (1.3) we look at an ℓ× ℓ random unitary matrix U under the probability density

pmθ,ℓ(U) =
1

Zℓ
e−θtr[V (−U)+V (−U∗)] (4.19)
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with respect to the Haar measure, and set the coupling to θ := ℓ/x for positive x. From (1.31),
the multicritical density induces the density

pmθ,ℓ(α1, . . . , αℓ) =
4ℓ(ℓ+1)/2

Zℓ(2π)ℓℓ!
e−

ℓ
x

∑ℓ
j=1[V (−eiαj )+V (−e−iαj )]

∏
j<k

∣∣ sin αj − αk

2

∣∣2 (4.20)

on the ordered arguments −π ≤ α1 ≤ α2 ≤ . . . ≤ αℓ ≤ π of the eigenvalues eiαj of U with
respect to dα1 · · · dαℓ (note that, thanks to the inversion invariance, the sum of potentials can
be written as a polynomial of cosines). Defining the non-decreasing function

α(u) := α⌊uℓ⌋ (4.21)

in terms of the arguments of the eigenvalues, we compute the limiting eigenvalue density as
ℓ → ∞, following an approach from [BIPZ78] and generalising a calculation in [GW80] by
optimising the functional appearing exponentiated in the joint eigenvalue density, that is

−1

x

ˆ 1

0
[V (−eiα(u)) + V (−e−iα(u))]du+

 1

0

 1

0
log
∣∣ sin α(u)− α(v)

2

∣∣du dv (4.22)

where
ffl

denotes the Cauchy principal part. Now if the non-decreasing function α(u) encodes
the limiting eigenvalue distribution, it is related to the limiting density by ϱ(α) = du/dα. The
saddle point equation for the functional above is

i

x

[
eiαV ′(−eiα)− e−iαV ′(−e−iα)

]
=

 1

0
cot

α− α(v)

2
dv =

 βc

−βc

ϱ(β) cot
α− β

2
dβ (4.23)

where the support [−βc, βc] of ϱ is also to be determined. Inserting ei(α+π) for −eiα we have
 βc

−βc

ϱ(β) cot
α− β

2
dβ = −1

x

∑
r≥1

2rγr sin r(α− π). (4.24)

We will approach the critical point from one side only5, and let x be sufficiently large that ϱ is
supported on [−π, π]. Then, following the steps of [GW80, Page 449], we note that π

−π
cos(β − π) cot

α− β

2
dβ = 2π sin(α− π) (4.25)

and hence find the density

ϱ(α) =
1

2π

[
1− 1

x

∑
r≥1

2rγr cos r(α− π)

]
(4.26)

which satisfies (4.24) and is normalised; in the notation of Section 3 we have ϱ(α) = 1
2π [1 −

1
xD(α − π)]. We plot some examples in Figure 7. Note that by the condition (1.4) on the
coefficients γr, or more directly by the condition (3.14) on D(ϕ), ϱ(α) has a unique minimum
at α = π and we have ϱ(x) > 0 for all x > b. At x→ b, we have the appearance of a single cut
as ϱ(π) → 0; developing in α − π close to zero, we employ the multicriticality conditions (1.3)
and the definitions of b, d once again to find that

ϱ(α) ∼ 1

2π

d

b
(α− π)2m, α→ π. (4.27)

Here the order of multicriticality can be identified from the vanishing exponent of 2m.

5The approach from the subcritical x < b side is much more subtle but is still feasible; we refer to the final
equations of [PS90b] for an explicit formula for the density and its support below criticality in any degree 4
potential.
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4.3. Perspectives on connections with Hermitian matrix models

Returning to our main result, Theorem 1, the partition function Zℓ = Pm
θ (λ1 ≤ ℓ) of an order

m multicritical unitary matrix model satisfies

lim
θ→∞

Z⌊bθ+s(dθ)1/(2m+1)⌋ = F2m+1(s). (4.28)

In the generic m = 1 case, the distribution on the right hand side itself reveals an asymptotic
connection with a random Hermitian matrix model. Recall that F3(s) := FGUE(s) is the Tracy–
Widom distribution for the GUE [TW93]: ifM is a random N×N Hermitian matrix distributed

by a probability density proportional to e−trM/2 with respect to the Haar measure, its maximal
eigenvalue ξmax satisfies

lim
N→∞

P

(
ξmax − (2N)1/2

2−1/2N−1/6
< s

)
= F3(s) (4.29)

(and in fact, for any finite k, the largest k eigenvalues rescaled as above converge in law to
the same limiting ensemble as the first k parts of a random partition under the Poissonised
Plancherel measure Pθ rescaled according to (1.10) [Oko00]). It is natural to ask if it is possible
to tune a potential V (M) such that the Hermitian matrix density proportional to e−trV (M)

exhibits multicritical edge behaviour. Different multicritical asymptotic statistics which are
also related to the Painlevé II hierarchy have been observed for random Hermitian matrices,
for example by Claeys, Its and Krasovsky [CKI10] who tuned even-degree potentials. We do
not know if this could be related to our multicritical models. Another candidate is of course
Kazakov’s original multicritical Hermitian matrix models [Kaz89]; it would be interesting to
study their edge behaviour in depth, but we note that the vanishing exponents for the eigenvalue
density in these models generalise in a different way from ours, implying we should not expect
them to belong to the same universality class. In the m = 1 case of the GUE, the connection
with the fermion picture is explicit, as the joint distribution of eigenvalues is precisely equivalent
to that of fermions in a unidimensional harmonic trap. It is unclear if it is possible to construct
a Hermitian matrix model corresponding analogously to the flat trap potentials considered
in [LDMS18] for m > 1.
The multicritical unitary matrix models may present a path to finding related Hermitian

ones– we might note naively that if M is Hermitian then exp(iM) and (i−M)(i+M) are both
unitary, one can pass from one picture too another, but the observables we are comparing on
either side (partition functions and edge distributions) are not easily related. Let us discuss a
connection between another Hermitian matrix model and the Plancherel measure, which is less
well understood but which exhibits a connection with unitary matrix models similar to the one
in Theorem 8. Consider the Laguerre unitary ensemble (LUE) of N ×N matrices for given real
θ > 0 and integer ℓ > 0, with measure

PN (M)DM =
1

ZLUE
e−trM (detM)ℓDM. (4.30)

The induced measure on ordered sets of eigenvalues x1 < x2 < · · · < xN is

PN (x1, . . . , xN )dx1 · · · dxN =
1

Ze.v.

∏
1≤i<j≤N

(xi − xj)
2
∏

1≤i≤N

e−xixℓidx1 · · · dxN (4.31)

(in either case, ZLUE and Ze.v. are normalisations). The eigenvalues in this model form a DPP
with kernel given by Laguerre polynomials—see e.g. [For10]. If we look at the lowest eigenvalue
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x1 at the “hard edge” at 0 and rescale the eigenvalues to x̃ = xi/N and take N → ∞, we obtain
the continuous Bessel ensemble DPP of Tracy and Widom [TW94]. Moreover, it can be proven
(see e.g. [BF03] and references therein) that the gap probability for the interval (0, 4θ2) in the
continuous Bessel ensemble equals a similar gap probability in the discrete Bessel ensemble. In
terms of a unitary matrix integral, we have [BF03, Equation (2.8)]:

lim
N→∞

PN

(x1
N

> 4θ2
)
= e−θ2

ˆ
U(ℓ)

eθtr(U+U∗)DU (4.32)

As we showed for the right hand side in Theorem 8, both quantities above are Fredholm deter-
minants so we have

det(1− Jℓ)L2(0,4θ2) = det(1− Jθ)l2(ℓ+ 1
2
+Z≥0)

(4.33)

where Jℓ is the continuous Bessel function of [TW94], defined as

Jℓ(x, y) =

ˆ 1

0
Jℓ(2

√
ux)Jℓ(2

√
uy)du (4.34)

and Jθ is the usual discrete Bessel kernel defined by (A.2) with γ1 = 1 and all other γr equal
to zero. It is possible that the equality (4.32) is not a mere coincidence and so might have a
multicritical extension, and hence define a “multicritical Laguerre ensemble” (although we do
not know what a natural definition of multicriticality for such a model would be).

5. Conclusions and perspectives

To summarise the results presented here, we have found discrete models belonging to the same
universality classes as the models of trapped fermions of [LDMS18], distinguished by non-generic
“multicritical” interface fluctuations. In particular, these fluctuations are asymptotically gov-
erned by higher-order analogues of the TW distribution, related with solutions of the Painlevé
II hierarchy. This hierarchy also arises in the context of multicritical unitary matrix mod-
els [PS90b, PS90a], and the multicritical measures on partitions that we introduce help to
explain this connection, as they are in exact correspondence with both unitary matrix models
and lattice fermion models. Recently, the same correspondence has led to further exact (that
is, “pre-limit”) relations for the multicritical measures by Chouteau and Tarricone, who found
discrete analogues of the higher-order Painlevé II equations [CT23].
A peculiarity of the multicritical Schur measures is that they are not defined in terms of

Schur-positive specializations: this seems to preclude the possibility of extending them into
time-dependent probabilistic Schur processes. At the combinatorial level, Schur processes are
deeply related with the Robinson–Schensted–Knuth (RSK) correspondence and its variants, and
it is unclear how our multicritical measures fit in this picture. In very practical terms, the RSK
correspondence allows for very efficient sampling of Schur processes [BBB+18]: this method
does not readily adapt to the multicritical setting, and it is natural to ask whether there exists
any efficient algorithm to sample multicritical Schur measures, besides the generic algorithms
such as the one used to generate Figure 1.
By relaxing some conditions in the definition of the multicritical Schur measure, we have

identified two immediate directions in which to extend this work. Firstly, we can study non-
integer orders of multicriticality m by analytically extending the coefficients γr defining the

minimal measures Pa/s,m
θ , in analogy with the Ambjørn, Budd and Makeenko’s generalisation

of the multicritical Hermitian matrix models [ABM16]. This presents an interesting analytic
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challenge as the support of the γr becomes infinite. Secondly, we used a somewhat technical
requirement to ensure that some Fourier frequencies associated with the multicritical Schur
spanned a single interval. Removing this condition again changes the nature of asymptotic
analysis, and appears to lead to new asymptotic edge fluctuations; we will address this in a
future communication.
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A. Reminders on Schur measures

In this appendix we recall the following seminal result:

Theorem 15 (Determinantal point process associated with the Schur measure [Oko01]). Fix
two sequences t = (t1, t2, . . .) and t′ = (t′1, t

′
2, . . .) such that P(λ) := e−

∑
r rtrt

′
rsλ[t]sλ[t

′] is
a Schur measure, and let λ be a random partition that measure. Then, for each finite set
{k1, . . . , kn} ⊂ Z+ 1

2 , we have

P({k1, . . . , kn} ⊂ S(λ)) = ρn(k1, . . . , kn) = det
1≤i,j≤n

K(ki, kj) (A.1)

where

K(k, ℓ) =
∞∑
i=0

Jk+i+1/2(t, t
′)Jℓ+i+1/2(t, t

′) (A.2)

where Jn(t, t
′) is the multivariate Bessel function

Jn(t, t
′) =

1

2πi

˛
exp

[∑
r

trz
r −

∑
r

t′rz
−r

]
dz

zn+1
. (A.3)

The kernel K is generated by

∑
k,ℓ∈Z+ 1

2

zkw−ℓK(k, ℓ) =
exp

[∑
r trz

r −
∑

r t
′
rz

−r
]

exp
[∑

r trw
r −

∑
r t

′
rw

−r
] √

zw

z − w
, |w| < |z|. (A.4)

This is summarised in the Hermitian case t′ = t̄ in Section 2.1, by way of a lattice fermion
model. Here we use the same anti-commuting operators and partition-indexed vectors to de-
fine a determinantal point process, but in a self-contained way without reference to quantum
mechanics. Following [Oko01, Appendix A], we consider the space spanned by the vectors |S⟩
indexed by sets of distinct half-integers S ⊂ Z+ 1

2 (making a change of notation from Section 2.1)
such that both the set S \ (Z≤0 − 1

2) of positive half-integers in S and the set (Z≤0 − 1
2) \ S of

negative half-integers not in S are finite. We equip this space with the inner product

⟨S|T ⟩ = δS,T . (A.5)
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λ

S(λ)

Figure 8: The Young diagram of the partition λ = (4, 3, 1), with the corresponding fermion config-
uration S(λ) = ( 72 ,

3
2 ,−

3
2 ,−

7
2 ,−

9
2 ,−

11
2 , . . .) shown below. The darker boxes form a ribbon of length

4, and adding this ribbon to µ = (2, 1, 1) corresponds to moving the fermion at position − 1
2 in

S(µ) = ( 32 ,−
1
2 ,−

3
2 ,−

7
2 ,−

9
2 ,−

11
2 , . . .) to position 7

2 .

We define the action of the creation and annihilation operators c†k, ck on the vectors |S⟩ by

c†k|S⟩ =

{
(−1)Nk |S ∪ {k}⟩ if k /∈ S

0 if k ∈ S
, ck|S⟩ =

{
0 if k /∈ S

(−1)Nk |S \ {k}⟩ if k ∈ S
(A.6)

where Nk := |S \ (Z<k +
1
2)| is the number of elements greater than k in S. Hence, c†k and ck

are adjoint with respect to ⟨·|·⟩, and the orthonormalisation of the basis {|S⟩} ensures that they
must satisfy the canonical anti-commutation relations (2.1).
In terms of the set S(λ) defined at (3.1), the partition-indexed vectors already defined at (2.9)

are |λ⟩ := |S(λ)⟩, and in particular the vector corresponding to the empty partition (or domain
wall state) is |∅⟩ := |S(∅)⟩ is indexed by the negative half-integers S(∅) = {−1

2 ,−
3
2 ,−

5
2 , . . .}.

For all λ we have
|S(λ) \ (Z≤0 − 1

2)| = |(Z≤0 − 1
2) \ S(λ)|. (A.7)

The bosonic creation and annihilation operators a±r defined at (2.4) preserve |S \ (Z≤0 − 1
2)| −

|(Z≤0 − 1
2) \ S| when acting on a stat |S⟩, and their action on the state |λ⟩ has a natural

Young-diagrammatic interpretation: we have

a−r|λ⟩ =
∑

µ=λ+□r

|µ⟩ (A.8)

where the sum is taken over all partitions µ whose Young diagrams differ from that of λ by the
addition of a “ribbon” of length r, and in particular (a1)

n|∅⟩ =
∑

λ:|λ|=n |λ⟩; see Figure 8.

Proof of Theorem 15. We first write the Schur measure in terms of inner products on the vector
space described above. Fix two sequences t = (t1, t2, . . .) and t

′ = (t′1, t
′
2, . . .), and let

Γ±(t) := exp

[∑
r≥1

tra±r

]
. (A.9)

Note that Γ+(t)|∅⟩ = |∅⟩ and ⟨∅|Γ−(t) = ⟨∅|.

Lemma 16. For any partition λ, we have

⟨∅|Γ+(t)|λ⟩ = sλ[t] (A.10)
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and the Schur measure may be written

P(λ) =
1

Z
⟨∅|Γ+(t)|λ⟩⟨λ|Γ−(t

′)|∅⟩ (A.11)

where the normalisation is Z = ⟨∅|Γ+(t)Γ−(t
′)|∅⟩ = e

∑
r rtrt

′
r .

Proof. From the anti-commutation relations (2.1), we have

[ar, c
†
k(z)] = zrc†(z), [ar, c(w)] = −cwrc(w), (A.12)

and in terms of the generating functions

c†(z) :=
∑
k

zkc†k and c(w) :=
∑
ℓ

w−ℓcℓ. (A.13)

Then, from the formula

eAB =
∞∑
n=0

1

n!
[A, [A, . . . [A︸ ︷︷ ︸

n times

, B] . . .]]eA (A.14)

we obtain

Γ±(t)c
†(z) = e

∑
r trz

±r
c†(z)Γ±(t), Γ±(t)c(w) = e−

∑
r trz

±r
c(w)Γ±(t). (A.15)

Recalling that e
∑

r trz
r
=:
∑

i hi[t]z
i generates the complete homogeneous symmetric functions

as defined in (1.2), we extract coefficients to recover

Γ+(t)c
†
k =

∞∑
i=0

hi[t]c
†
k−iΓ+(t) =: ĉ†kΓ+(t), Γ+(t)ck =

∞∑
m=0

hi[t]ck+iΓ+(t) =: ĉkΓ+(t), (A.16)

so ĉ†k and ĉk are linear combinations of the c†k and ck respectively. Hence, we can apply Wick’s
lemma [Wic50] to obtain

⟨∅|Γ+(t)|λ⟩ = ⟨Γ+(t)c
†
λ1− 1

2

c− 1
2
c†
λ2− 3

2

c− 3
2
. . . c†

λℓ(λ)−ℓ(λ)+ 1
2

c−ℓ(λ)+ 1
2
⟩

= ⟨ĉ†
λ1− 1

2

ĉ− 1
2
ĉ†
λ2− 3

2

ĉ− 3
2
. . . ĉ†

λℓ(λ)−ℓ(λ)+ 1
2

ĉ−ℓ(λ)+ 1
2
⟩

= det
1≤i,j≤ℓ(λ)

⟨ĉ†
λi−i+ 1

2

ĉ−j+ 1
2
⟩ (A.17)

Since the complete homogeneous functions satisfy
∑

i hn−i[t]hi[t] = hn[t], the matrix element is

⟨ĉ†
λi−i+ 1

2

ĉ−j+ 1
2
⟩ =

∑
m,n

hm[t]hn[t]δλi−i−m,n−j

=
∑
n

hλi−i+j−n[t]hn[t] = hλi−i+j [t]; (A.18)

recalling the expression (1.1) for the Schur function, we have

⟨∅|Γ+(t)|λ⟩ = det
1≤i,j≤ℓ(λ)

hλi−i+j = sλ[t] (A.19)

as required. Since we similarly have ⟨λ|Γ−(t
′)|∅⟩, we have∑

λ

sλ[t]sλ[t
′] =

∑
λ

⟨∅|Γ+(t)|λ⟩⟨λ|Γ−(t
′)|∅⟩ = ⟨∅|Γ+(t)Γ−(t

′)|∅⟩ (A.20)
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as the sum of projections
∑

λ |λ⟩⟨λ| is simply the identity.
By application of the Baker–Campbell–Hausdorff formula eAeB = e[A,B]eBeA where [A, [A,B]] =

[B, [A,B]] = 0, we have
Γ+(t)Γ−(t

′) = e
∑

r rtrt
′
rΓ−(t

′)Γ+(t) (A.21)

and hence the normalisation is Z = ⟨∅|Γ+(t)Γ−(t
′)|∅⟩ = e

∑
r rtrt

′
r , giving the expression for the

Schur measure required. ◁

Now, consider the random set of distinct half integers S(λ) where λ is distributed by the Schur
measure. From the expression (A.11) for the Schur measure, the n-point correlation function
on this set is6

P({k1, . . . , kn} ⊆ S(λ)) = ρn(k1, . . . , kn) =
1

Z
⟨∅|Γ+(t)c

†
k1
ck1 · · · c

†
kn
cknΓ−(t

′)|∅⟩ (A.22)

for any finite set of half-integers {k1, . . . , kn}. We will use the notation ⟨·⟩ := ⟨∅| · |∅⟩ for the
expectation on the domain wall state.

Lemma 17. We have
ρn(k1, . . . , kn) = det

1≤i,j≤n
K(ki, kj) (A.23)

for a kernel
K(k, ℓ) = ⟨∅|Γ+(t)Γ−(t

′)−1c†kcℓΓ−(t
′)Γ+(t)

−1|∅⟩ (A.24)

which is given by (A.2), and has generating function (A.4).

Proof. Setting

c̃†k = Γ+(t)Γ−(t
′)−1c†kΓ−(t

′)Γ+(t)
−1, c̃k = Γ+(t)Γ−(t

′)−1ckΓ−(t
′)Γ+(t)

−1, (A.25)

we have

ρn(k1, . . . , kn) =
1

Z
⟨Γ+(t)Γ−(t

′)Γ+(t)
−1c̃†k1 c̃k1 · · · c̃

†
kn
c̃knΓ+(t)Γ−(t

′)−1Γ−(t
′)⟩

= ⟨c̃†k1 c̃k1 · · · c̃
†
kn
c̃kn⟩. (A.26)

Note that by (A.15), the c̃k are linear combinations of the ck. We can therefore apply Wick’s
lemma to obtain

ρn(k1, . . . , kn) = det
1≤i,j≤n

⟨c̃†ki c̃kj ⟩. (A.27)

The generating function of K(k, ℓ) is, from (A.15),∑
k,ℓ

zkw−ℓK(k, ℓ) = ⟨Γ+(t)Γ−(t
′)−1c†(z)c(w)Γ−(t

′)Γ+(t)
−1⟩

= e
∑

r trz
r−trz−r⟨c†(z)c(w)⟩e

∑
r t

′
rw

−r−
∑

r trw
r
. (A.28)

To obtain an explicit expression, we evaluate the term ⟨c†(z)c(w)⟩ and get, for |w| < |z|,

∑
k,ℓ∈Z+ 1

2

zk

wℓ
⟨c†kcℓ⟩ =

∑
k<0

zk

wℓ
δk=ℓ =

√
zw

z − w
, (A.29)

6If we fix t′ = t̄ this corresponds precisely to the n-point correlation function for fermions in the lattice model
described in Section 2.1, as U = Γ+(t)Γ−(t̄)

−1.
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which gives (A.4) as required. To write K(k, ℓ) in terms of the multivariate Bessel functions
defined at (A.3), we manipulate the formal series in (A.28) further and get∑

k,ℓ

zkw−ℓK(k, ℓ) =
∑
k,ℓ

zkw−ℓ
∑
m∈Z

zmJm(t, t′)
∑
n∈Z

w−nJn(t, t
′)1k=ℓ,k<0

=

∞∑
i=0

∑
m,n∈Z

zm−i− 1
2Jm(t, t′)wi−n+ 1

2Jn(t, t
′)

=
∑
k,ℓ

zkw−ℓ
∞∑
i=0

Jk+i+ 1
2
(t, t′)Jℓ+i+ 1

2
(t, t′). (A.30)

This recovers (A.2) as required. ◁

This concludes the proof.

B. Cylindric multicritical Schur measures and positive temperature
edge fluctuations

In [LDMS18], the authors found a direct generalisation of the higher-order TW-GUE distribu-
tion for the fluctuations in the largest momentum in a grand canonical ensemble of fermions
in a 1D flat trap potential at positive temperature. Here, we will construct a discrete model
with the same asymptotic edge behaviour, as an instance of the periodic Schur process [Bor07].
Indeed, it was shown in [BB19] that the periodic Schur process can be interpreted as a system
of fermions at positive temperature (the discussion in Section 2.1 corresponding to the zero
temperature case). In particular, the positive temperature generalization of the Poissonised
Plancherel measure is a measure on pairs of partitions which gives rise to fluctuations governed
by Johansson’s positive temperature generalisation of the TW-GUE distribution [Joh07] in a
suitable asymptotic regime (see [BB19, Theorem 1.1]).
We may similarly generalise the multicritical Schur measures to the positive temperature

setting. Let λ and µ be two partitions and let t = (t1, t2, . . .) be sequence of Miwa times. The
skew Schur function sλ/µ[t] is defined via the Jacobi–Trudi identity as

sλ/µ[t] = det
1≤i,j≤ℓ(λ)

hλi−i−µj+j [t] (B.1)

where
∑

k hk[t]z
k = exp[

∑
r≥1 trz

r] as in (1.2). Note that sλ/µ = 0 if λi < µi for some i. Then,
we have the following definition:

Definition 18 (Cylindric multicritical measure). Let γ = (γ1, γ2, . . .) be a sequence of real
numbers defining an order m multicritical measure by the conditions of Definition 0 with right
edge and fluctuation coefficients b, d, let θ and u be non-negative parameters with u < 1. Then,
the measure on pairs of partitions (λ, µ)

Pm
u,θ(λ, µ) =

1

Z
u|µ|sλ/µ[θγ]

2, Z =
exp[ θ2

1−u

∑
r r

2γ2r ]∏
i≥1(1− ui)

(B.2)

is called an order m cylindric multicritical measure.
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From the partition function Z, we see that

Em
u,θ(|λ|) =

θ2

(1− u)2

∑
r

r2γ2r − u
d

du
log(u;u)∞. (B.3)

Since log(u;u)∞ ∼ − π2

6(1−u) as u→ 1, we see that the first term dominates for θ → ∞, whether

u is fixed or tends to 1. Hence, Θ := θ/(1− u) asymptotically defines a natural length scale for
the parts λi, λ

′
i.

For the cylindric multicritical measures, we have the following positive temperature general-
isation of Theorem 1, which is also a multicritical generalisation of [BB19, Theorem 1.1]:

Theorem 19 (Asymptotic edge fluctuations of cylindric multicritical measures). Let (λ, µ) be
a random pair of partitions under a cylindric multicritical measure Pm

u,θ with right edge and
fluctuation coefficients b, d. Then, for any α > 0, in the critical scaling regime θ → ∞, u → 1
with θ(1− u)2m → α2m+1d > 0, we have

Pm
u,θ

(
λ1 − bΘ

(dΘ)
1

2m+1

< s

)
→ Fα

2m+1(s) := det(1−Aα
2m+1)L2([s,∞)) (B.4)

with Θ := θ
1−u ∼

(
θ
α

) 2m+1
2m d−

1
2m and Fα

2m+1 the Fredholm determinant of the higher-order α-Airy
integral kernel

Aα
2m+1(x, y) :=

ˆ ∞

−∞

eαv

1 + eαv
Ai2m+1(x+ v)Ai2m+1(y + v)dv. (B.5)

Here again, α plays the role of a limiting inverse temperature, and in the limit α → ∞
we have Fα

2m+1 → F2m+1. We note that critical exponents are unchanged by the passage to
finite temperature in this regime once we replace the large parameter θ with Θ, which also
tends to infinity. The Fredholm determinants Fα

2m+1 have been related to an integro-differential
generalisation of the Painlevé II hierarchy by Krajenbrink [Kra20], who generalised an approach
of Amir, Corwin and Quastel [ACQ11] from the m = 1 case, and by Bothner, Cafasso and
Tarricone [BCT22], who used a rigorous Riemann–Hilbert approach.

Determinantal point process in the grand canonical ensemble Periodic Schur processes are
in general not determinantal, as first observed by Borodin [Bor07], who showed how to remedy
to this issue via a procedure called shift-mixing. In the language of fermions, this amounts
to passing to the grand canonical ensemble [BB19]. Applying this procedure to the cylindric
multicritical measure Pm

u,θ, we find that the shifted half-integer set

Sc(λ) = {λi − i+ c+ 1
2 , i ∈ Z≥1} (B.6)

is a DPP when c is distributed according the discrete Gaussian distribution

P(c) =
tcuc

2/2

ϑ3(t;u)
. (B.7)

Here, u is the same parameter as that of Pm
u,θ, but t can be chosen arbitrarily (it is related with

the fermionic chemical potential). The normalization ϑ3(t;u) :=
∑

c∈Z t
cuc

2/2 is a Jacobi theta
function.
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By [Bor07, Theorem A] or [BB19, Theorem 3.1], the correlation kernel of Sc(λ) reads explicitly

Jm
u,t,θ(k, ℓ) =

∑
i∈Z

tui

1 + tui
Jk+i+ 1

2
(Θγ)Jℓ+i+ 1

2
(Θγ) (B.8)

=
1

(2πi)2

‹
c+,c−

exp[ΘS(z, k/Θ)]

exp[ΘS(w, ℓ/Θ)]
· κ(z, w)dzdw

wz
, c± : |z| = u∓1/4,

κ(z, w) =
∑

i∈Z+ 1
2

tui

1 + tui

( z
w

)i
=

√
w

z
· (u;u)2∞
ϑu(w/z)

· ϑ3(tz/w;u)
ϑ3(t;u)

. (B.9)

using the notation ϑu(x) := (x;u)∞(u/x;u)∞ and reusing the action notation for the order m
multicritical measure defined at (3.10). The equivalence between the two forms of κ is a special
case of Ramanujan’s 1Ψ1 summation [GR04], and the choice of contours with |w| < |z| ensures
the sum converges. Note the similarity with the integral expression for the zero temperature
kernel (A.2). The proof of this in [BB19] adapts Okounkov’s fermionic approach (see Theo-
rem 15) to the positive temperature setting, the κ(z, w) given in (B.9) is the corresponding

generating function ⟨c†(z)c(w)⟩u,t =
∑

k,ℓ z
kw−ℓ⟨c†kcℓ⟩u,t of propagators.

The crossover regime The asymptotic regime of Theorem 19 is the one in which the “thermal”
fluctuations coming from the factor of u|µ| match the order of magnitude of the “quantum”
fluctuations coming from the skew Schur functions, so that α parametrises a crossover between
regimes where either kind of fluctuation dominate. Heuristically, from the identification u =
e−1/T where T is the (dimensionless) temperature, the thermal fluctuations are of order of T ,
so comparing with scale of the fluctuations in the zero temperature case (i.e. the multicritical
Schur measure) we look for a regime in which

T ∼ Θ
1

2m+1 . (B.10)

Fixing a specific regime

u := exp
[
− α(dΘ)−

1
2m+1

]
, θ := αd−

1
2m+1Θ

2m
2m+1 (B.11)

by this reasoning, it is straightforward to see that it is asymptotically equivalent to the crossover
regime in the statement.

Proof of Theorem 19. Our proof follows that of [BB19], with some adaptations that correspond
precisely to the arguments of Section 3.3 of this text. It consists of three steps.

(i) Shift-mixing Let (λ, µ) be distributed according to Pm
u,θ, and c distributed according

to (B.7) with t = 1. Then, by the determinantal nature of the shift-mixed process (B.6),
we have

P(λ1 + c < ℓs) = det(1− Jm
u,1,θ)l2(ℓs+Z≥0) (B.12)

with ℓs := ⌊bΘ + (dΘ)
1

2m+1 ⌋ − 1
2 and Jm

u,1,θ the correlation kernel (B.8) specialized at t = 1.
Our task is now to analyze the Fredholm determinant in the asymptotic regime of the theorem,
where θ → ∞, u→ 1 with θ(1− u)2m → α2m+1 (and Θ := θ/(1− u)).
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(ii) Asymptotic analysis Let us start from the integrand of Jm
u,1,θ(k, ℓ) in a regime where

k = ⌊bΘ + x(dΘ)1/(2m+1)⌋ − 1
2 and ℓ = ⌊bΘ + y(dΘ)1/(2m+1)⌋ − 1

2 , which is (suppressing floor
functions)

exp
[
ΘS(z; b)− x(dΘ)

1
2m+1 log z

]
exp

[
ΘS(w; b)− y(dΘ)

1
2m+1 logw

] · κ(z, w). (B.13)

Since Θ → ∞ in our asymptotic regime, we can directly use Θ as a large parameter, and then
for everything except for the function κ(z, w), the steepest descent analysis follows precisely the
arguments of Section 3.3 (with just a change from θ to Θ). At z = w = 1 there is an order 2m
saddle point, and we use the same change of variables

z = exp
[
ζ(dΘ)−

1
2m+1

]
, w = exp

[
ω(dΘ)−

1
2m+1

]
. (B.14)

The arguments for the tails bound generalise. The contour c+ of the integral in z is circle on
which

|z| = u−1/4 = exp[Re(ζ)(dΘ)−1/(2m+1)], (B.15)

and as u→ 1 this is satisfied if and Re(ζ) ∼ (dΘ)1/(2m+1)/4(1− u) ∼ α/4, so the central region
is asymptotically parametrised by ζ ∈ iR+ α/4 and ω = iR− α/4.

At the same time, κ has a reasonable asymptotic behaviour in the above regime and on the
contours c±. First, when z, w are around around 1, observing that z = u−ζ/α, w = u−ω/α, we
have

κ(z, w) =
∑

i∈Z+ 1
2

(z/w)i

1 + u−i
∼ α(dΘ)−

1
2m+1 · π

sin π(ζ−ω)
α

as Θ → ∞. (B.16)

This follows by the same argument as that leading to [BB19, Equation (5.32)]: putting u = e−r

and z/w = er/2+iϕ for ϕ ∈ [−π, π], by the Poisson summation formula we have

κ(z, w) =
∑

k∈Z+ 1
2

eiϕk

2 cosh rk
2

=
∑
n∈Z

(−1)n
π

r cosh π(ϕ−2πn)
r

(B.17)

and on the contours c±
7 as Θ → ∞, u→ 1,

κ(z, w) ∼ π

r cosh πIm(ζ−ω)
α

=
π

r sin π(ζ−ω)
α

(B.18)

The prefactor (dΘ)−
1

2m+1 will be cancelled by part of the Jacobian for the change of variables
(z, w) 7→ (ζ, ω). From the same Poisson summation formula, we see that outside of the central
region around z = w = 1, κ decays exponentially fast to 0, see [BB19, Lemma 5.5].

Putting everything together and noting that the same exponential decay bounds imply dom-
inated convergence, as Θ → ∞ and u→ 1 we have

(dΘ)
1

2m+1Jm
u,1,θ

(
⌊bΘ+ x(dΘ)1/(2m+1)⌋ − 1

2 , ⌊bΘ+ y(dΘ)1/(2m+1)⌋ − 1
2

)
→ 1

(2πi)2

ˆ
iR+α

4

ˆ
iR−α

4

exp
[
(−1)m+1 ζ2m+1

2m+1 − xζ
]

exp
[
(−1)m+1 ω2m+1

2m+1 − yω
] · π

α sin π(ζ−ω)
α

dωdζ. (B.19)

7Let us note that in this instance, we cannot readily switch to contours angled at mπ/2m+ 1, due to the poles
of κ on the real line.
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Using the identity
π

α sin π(ζ−ω)
α

=

ˆ ∞

−∞

e(α+ω−ζ)vdv

1 + eαv
(B.20)

valid for 0 < Re(ζ − ω) < α, we see that the limiting kernel is equal to Aα
2m+1(x, y).

The same exponential decay arguments for the integrand apply again to the integral, so the
traces of Jm

u,1,θ also converges uniformly to the traces of Aα
2m+1 on any set that is bounded

below. Since the Hadamard bound argument equally applies here, we have convergence of the
Fredholm determinants too, with

P

[
λ1 + c− bΘ

(dΘ)
1

2m+1

< s

]
→ det(1−Aα

2m+1)L2([s,∞)). (B.21)

(iii) Shift removal The limiting distribution (B.21) above is not quite what we wanted to
prove due to the random shift c. Luckily it can be removed without affecting the result: indeed,
by [BB19, Lemma 2.1], c/Θ1/(2m+1) converges to 0 in probability (recall that we set t = 1
here).

C. Generalised higher-order Airy kernel

In this appendix we extend the multicritical measures to have more general asymptotic edge
distributions of a kind shown by Cafasso, Claeys and Girotti [CCG19] to encode Fredholm
determinant solutions of the Painlevé II hierarchy. The authors found that if we set

pτ ;2m+1(x) :=
x2m+1

2m+ 1
+

m−1∑
i=1

τi
2i+ 1

x2i+1 (C.1)

for a given sequence of m− 1 real constants τ = (τ1, . . . , τm−1), then the Fredholm determinant

Fτ ;2m+1(s) = det(1−Aτ ;2m+1)L2([s,∞)) (C.2)

of the generalised higher-order Airy kernel

Aτ ;2m+1(x, y) =
1

(2πi)2

ˆ
iR+1

ˆ
iR−1

exp[(−1)m+1pτ ;2m+1(ζ)− xζ]

exp[(−1)m+1pτ ;2m+1(ω)− yω]

dζdω

ζ − ω
. (C.3)

is related to a solution qτ ;m(s) of the order 2m Painlevé II hierarchy equation by

Fτ ;2m+1(s) = exp

[
−
ˆ ∞

s
(x− s)q2τ ;m((−1)m+1x) dx

]
. (C.4)

This relation generalises (1.11), which corresponds to the case τ = (0, 0, . . .).

Generalised multicritical fermions and Schur measures The generalised higher-order Airy
functions

Aiτ ;2m+1(x) =
1

2πi

ˆ
iR+1

exp[(−1)m+1pτ ;2m+1(ζ)− xζ]dζ, (C.5)

making up the kernel Aτ ;2m+1 satisfy the eigenfunction relations

(−1)m+1

[
d2m

dx2m
+

m−1∑
i=1

τi
d2i

dx2i

]
Aiτ ;2m+1(x) = −xAiτ ;2m+1(x), (C.6)
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generalising (2.19). One can adapt the flat trap models of [LDMS18] to recover momentum space
edge Hamiltonians of the above form, generalising (2.18). This can be achieved for instance by
considering trapping potentials of the form

V (x) = x2m +
∑
i

(−1)iτip
2m−2i
2m+1

edge x2i (C.7)

with the same scaling regime pedge → ∞ as that considered in Section 2.2; note that finer tuning
is required than in the τ = (0, 0, . . .) case. We focus on a discrete construction, which coincides
with the momentum space edge of such a model in a suitable continuum limit. Our main task
is to identify the correct asymptotic regime.
We again construct Hermitian Schur measures (and corresponding lattice fermion models)

with a single real parameter θ, but no longer require each Miwa time in the Schur function
specialisation to grow linearly with θ; once we consider combinations of Miwa times growing at
different speeds, we can tune the speeds so that the integrand of the limiting edge kernel has a
given odd polynomial in the exponential, from the same saddle point analysis of Section 3.3.
To be specific, we combine the coefficients γr already used to define multicritical measures,

to define generalised ones as follows (where we emphasise that the sequence of constants γ is
replaced with a θ-dependant functions γτ (θ)/θ):

Definition 20 (Generalised multicritical measure). Fix a sequence of m − 1 real constants
τ = (τ1, . . . , τm−1), and choose m sequences of real coefficients γ(1), . . . , γ(m) where γ(i) satisfies
the conditions for an order i multicritical measure and has right edge and fluctuation coefficients
bi, di. Then, for a positive parameter θ, we define the sequence γτ (θ) of Miwa times, with
elements indexed r ≥ 1

γτ (θ)r = θγ(m)
r +

m−1∑
i=1

θ
2i+1
2m+1 (−1)m−i τi

di
γ(i)r (C.8)

and we define an order m generalised multicritical measure

Pτ ;m
θ (λ) =

1

Z
sλ[γ

τ (θ)]2, Z = e
∑

r rγ
τ (θ)2r (C.9)

along with its edge position function

B(θ) = bmθ +
m−1∑
i=1

bi(−1)m−i τi
di
θ

2i+1
2m+1 . (C.10)

This generalisation is defined so that we have the edge behaviour we would expect in analogy
to Theorem 1:

Theorem 21 (Edge fluctuations in generalised multicritical measures). If λ is a random par-
tition under the generalised multicritical measure Pτ ;m

θ (λ), then we have

lim
θ→∞

Pτ ;m
θ

[
λ1 −B(θ)

(dmθ)
1

2m+1

≤ s

]
= det(1−Aτ ;2m+1)L2(s,∞) =: Fτ ;2m+1(s). (C.11)

It is worth highlighting that the expected edge position B(θ) now has quite a non-trivial

expansion: it has deterministic terms of orders θ, θ
2n−1
2n+1 , . . . , θ

3
2n+1 , and only at order θ

1
2n+1 do

we encounter the fluctuations. The expected size is also more subtle: since we have E(|λ|) =∑
r≥1 r

2γ(θ)2r , only the leading order term now scales with θ2.
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Tuning speeds and coefficients The proof of Theorem 21 involves no new arguments than
the ones of Section 3.3, so we find it more instructive to present an informal derivation of
Definition 20. To do so, let us define additional notation, putting

S(i)(z;x) =
∑
r≥1

γ(i)r

(
zr − z−r

)
− x log z = V (i)(z)− V (i)(z−1)− x log z (C.12)

for the action and potential associated with the coefficients γ(i). Since each γ(i) defines an order
i multicritical measure with right edge and fluctuation coefficients bi, di, we have, by (3.12)
and (3.16), the following expansion of S(i) around z = 1:

S(i)(z; bi) =
(−1)i+1di
2i+ 1

(z − 1)2i+1 +O((z − 1)2i+3). (C.13)

Let us form a generalised potential, which now scales with θ,

V(z) =
m∑
i=1

fi(θ)V
(i)(z); (C.14)

we fix fm(θ) = 1 for convenience. Our goal is now to find suitable fi(θ) so as to obtain the
scaling regime of Theorem 21 and the limiting edge kernel Aτ ;2m+1. We will just look at the
integrand in the double contour integral representation in a region near the multicritical saddle
point. The discrete kernel we start with is

J τ ;m
θ (k, ℓ) =

1

(2πi)2

‹
c+,c−

exp[θ(V(z)− V(z−1))]

exp[θ(V(w)− V(w−1))]

dzdw

zk+
1
2w−ℓ+ 1

2 (z − w)
(C.15)

for k, ℓ ∈ Z+ 1
2 , with c+ for the integration in z passing just outside the unit circle and c− for

w passing just inside. Now we set

S(z;x) = V(z)− V(z−1)− x log z; b(θ) :=
m∑
i=1

fi(θ)bi. (C.16)

Then, if we rewrite the coordinates relative to k = b(θ) + k′, ℓ = b(θ) + ℓ′ the kernel may be
written

J τ ;m
θ (k, ℓ) =

1

(2πi)2

‹
c+,c−

exp[θ(S(z; b(θ))− S(w; b(θ)))]
dzdw

zk′+1/2w−ℓ′+1/2(z − w)
. (C.17)

Since we have

S(z; b(θ)) =
m∑
i=1

fi(θ)S
(i)(z; bi), (C.18)

near the order 2i saddle point for each S(i), we let ε be a small positive number that tends to
zero as θ tends to infinity and consider a change of variables

z = 1 + ζε, w = 1 + ωε, k′ =
x

ε
, ℓ′ =

y

ε
(C.19)

(this simple setup is sufficient for our purposes; we will parametrise the contours explicitly
once we have suitable ε and fi(θ)). Expanding in small ε and using (C.13), the leading order
approximation of the integrand is

1

ε(ζ − ω)
exp

[
m∑
i=1

θfi(θ)
(−1)i+1di
2i+ 1

ε2i+1(ζ2i+1 − ω2i+1)− xζ + yω +O(θε2m+3)

]
. (C.20)
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It now becomes clear that in the generalised multicritical action, each fi(θ) should scale as
ε−2i−1/θ. More precisely, to use our convention that fm(θ) = 1, we identify ε = (dmθ)

−1/(2m+1)

(which indeed tends to 0) to be the appropriate scale; taking an action with

fi(θ) := (−1)m−i τi
di
θ

2i−2m
2m+1 , i = 1, . . . ,m− 1, (C.21)

the leading order term coincides precisely with the integrand of Aτ,2m+1. At the level of the
parametrised specialisations for the corresponding Schur measures, this gives corresponds pre-
cisely to Miwa times γτ (θ)r corresponding the generalised multicritical measure Pτ ;m

θ . The
function b(θ) determining the edge scaling becomes B(θ) defined in (C.10).

The edge asymptotics With fi(θ), ε now determined, let us briefly discuss the remaining
analysis needed to prove Theorem 21. From noting that the Jacobian for the change of variables
from z, w to ζ, ω contributes a factor of ε2, we see that (dmθ)

1/(2m+1)J τ ;m
θ is the relevant rescaled

kernel.
Comparing to the analysis of Section 3.3, note that the tails bound and the exponential

decay apply immediately to this case. The same contours can be reused along with the same
dominated convergence arguments, to show firstly the uniform convergence

(dmθ)
1

2m+1J τ ;m
θ (⌊B(θ) + x(dmθ)

1
2m+1 ⌋ − 1

2 , ⌊B(θ) + y(dmθ)
1

2m+1 ⌋ − 1
2)

→ Aτ ;2m+1(x, y) (C.22)

as θ → ∞, and in turn the convergence of traces and finally of Fredholm determinants uniformly
on sets bounded below, with

lim
θ→∞

P

[
λ1 −B(θ)

(dmθ)
1

2m+1

< s

]
= lim

θ→∞
det(1− J τ ;m

θ )
l2(Z≥0+⌊B(θ)+s(dmθ)

1
2m+1 ⌋− 1

2
)

= det(1−Aτ ;2m+1)L2([s,∞)) (C.23)

as required.
Finally, let us note that the extensions presented in this appendix and in Appendix B are

completely compatible; we can directly construct analogous “generalised cylindric multicritical
measures” using the Miwa time specialisations of Definition 20. The distributions Fα

2m+1 then
generalise to Fredholm determinants of positive temperature kernels composed of the functions
Aiτ ;2m+1.
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