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We study theoretically and numerically a new family of multi-point dynamic susceptibilities that
quantify the strength and characteristic lengthscales of dynamic heterogeneities in glass-forming
materials. We use general theoretical arguments (fluctuation-dissipation relations and symmetries
of relevant dynamical field theories) to relate the sensitivity of average two-time dynamic correlations
to temperature, density, etc. to spontaneous fluctuations of the local dynamics. We discuss some
subtle issues associated to the choice of microscopic dynamics and of statistical ensemble through
conserved quantities (energy, density, etc.) which are found to play a major role in determining
dynamic fluctuations. Our theoretical results are then compared to molecular dynamics simulations
of the Newtonian, Brownian and stochastic Monte-Carlo dynamics of two representative glass-
forming liquids, a fragile binary Lennard-Jones mixture and a model for the strong glass-former
silica. Our main result is that dynamical correlations, in the glassy regime, are mostly driven by
structural (most notably energy) fluctuations. Correspondingly, these correlations are found to be
different for Newtonian dynamics (energy conserving) and for Brownian or Monte-Carlo dynamics
for which energy is not conserved.

PACS numbers: 64.70.Pf, 05.20.Jj

I. INTRODUCTION

Diverse materials, ranging from molten mixtures of
metallic atoms, molecular and polymeric liquids, and
colloidal suspensions may form glasses if sufficient un-
dercooling or densification occurs [1–3]. A glass may be
characterized mechanically as a solid, but microscopically
lacks the long-range order of a crystal. Close to vitrifi-
cation, the viscosity of glass-forming systems increases
dramatically and sensitively as the thermodynamic con-
trol variables are changed. Furthermore, some degree
of universality is observed in the thermal and temporal
behavior of systems close to the glass transition, even
though the material properties of such systems may be
vastly different [1, 2]. Despite decades of intense theo-
retical and experimental work, the underlying causes of
this interesting behavior are not well understood.

The observed quasi-universal behavior of glassy sys-
tems could be related to the existence of a growing
lengthscale as the glass transition is approached. The
search for such a correlation lengthscale has led to in-
tense activity in recent years. Static structural indicators
have repeatedly failed to show any evidence of collective
behavior. Indeed, the static structure of a supercooled
liquid hardly differs from that of the same liquid at rel-
atively high temperatures. Clearly all simple structural
correlations remain short-ranged as the glass transition
is approached. It has become manifest in the last decade
that interesting long-range correlations exist in spatially
correlated dynamics. As a whole, such behavior is re-

ferred to as dynamical heterogeneity [4–8].

The investigation, via theory [9–16], simulation [17–
20], and experiment [21–26], of various aspects of dy-
namic heterogeneity has greatly advanced our under-
standing of the behavior of systems close to the glass
transition. In particular, multi-point susceptibilities have
been devised to quantify the behavior and magnitude of
the putative growing dynamical lengthscale [7, 14, 15,
17, 19, 27–33], and experimental studies have, for sev-
eral materials, directly determined the number of molec-
ular units that move cooperatively near the glass tran-
sition [21, 22, 24, 25, 34–36]. Despite recent break-
throughs, much more work needs to be done to fully char-
acterize such a behavior both experimentally and theo-
retically.

In the present work, contained here and in a companion
paper [37], we make a step towards this goal by investi-
gating in detail different susceptibilities that may be cat-
egorized according to the induced or spontaneous nature
of the measured fluctuations [36]. Spontaneous dynamic
fluctuations can be characterized by four-point functions,
as proposed and studied earlier [7, 14, 15, 17, 19, 27–33].
Instead, fluctuations can be induced by monitoring the
change of dynamical correlators that follows a change of
an external control parameter (e.g. temperature). As we
shall show, it is possible to relate induced and sponta-
neous dynamical fluctuations via fluctuation-dissipation
relations as proposed in [36]. This provides a very valu-
able experimental tool to measure dynamic fluctuations
since, as usual, induced fluctuations are much easier to
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measure than spontaneous ones.

Depending on the relevant thermodynamic ensemble
and the nature of the underlying dynamics (e.g. Newto-
nian or Brownian), the quantitative relation between var-
ious induced and spontaneous fluctuations exhibit subtle
and sometimes spectacular differences that we shall un-
ravel both theoretically and numerically. From a the-
oretical point of view the comparison between induced
and spontaneous fluctuations allows one to quantify how
much dynamical fluctuations are driven by the structure.
For instance, a question that we shall address is how
much the fluctuations of dynamic correlators in super-
cooled liquids are due to (short-range) energy fluctua-
tions that, in turn, induce (long-range) dynamic fluctua-
tions. Using molecular dynamics simulations of different
archetypal glass-forming liquids (e.g. “strong” materials
that exhibit an Arrhenius temperature dependence of the
viscosity, and “fragile” ones, whose viscosity displays a
super-Arrhenius temperature dependence) we shall show
that in the slow dynamical regime a considerable fraction
of spontaneous fluctuations can decisively be attributed
to energy fluctuations.

Perhaps surprisingly, our analysis will also reveal that
dynamical fluctuations may depend both on the statis-
tical ensemble and on the underlying microscopic dy-
namics. While it is known that correlators measur-
ing the average dynamics do not depend in the rele-
vant glassy regime on the microscopic dynamics (New-
tonian or Brownian [67]), dynamic fluctuations do so in
a remarkable way. We address this problem both theo-
retically and numerically, and conclude that dynamical
correlations depend strongly on the conserved physical
quantities and on the statistical ensemble. For example,
the absolute magnitude of spontaneous dynamical fluctu-
ations in a Lennard-Jones system in the NV T ensemble
obtained from Brownian dynamics (BD) or Monte-Carlo
dynamics (MC) are quantitatively very similar, but are
considerably smaller than that obtained with Newtonian
dynamics (ND) in the same NV T ensemble, whereas sim-
ulations performed in the NV E ensemble yield results
that are close to the BD and MC results in the NV T
ensemble.

The aim of the present paper is to provide the reader
with the physical picture underlying the dynamical sus-
ceptibilities introduced in along with more technical el-
ements based on general field-theoretical considerations
and detailed numerical investigations of different realistic
glass-forming liquids.

[36], a technical analysis based on general field-
theoretical considerations, and detailed numerical inves-
tigation of the relevant susceptibilities in different real-
istic glass-forming liquids. In a companion paper [37],
we present some quantitative predictions for these sus-
ceptibilities, obtained within different theoretical mod-
els: mean-field spin glass models [38], mode-coupling the-
ory [39], and kinetically constrained models [40] which we
again confront with the results from molecular dynamics
simulations. The present paper is arranged in three sec-

tions. In Section II we present the physical motivations,
definitions and physical content of several multi-point dy-
namic susceptibilities. We derive in particular general
results for the ensemble dependence of dynamic corre-
lations, fluctuation-dissipation relations, and bounds be-
tween induced and spontaneous dynamic fluctuations. In
Section III we present a field-theoretic derivation of the
behavior of dynamic fluctuations for various types of mi-
croscopic dynamics. This will be particularly useful in
the discussion of the dependence of multi-point suscep-
tibilities on the microscopic dynamics. In Section IV we
present the results of detailed molecular dynamics sim-
ulations of two model glass-forming liquids, a fragile bi-
nary Lennard-Jones mixture and the strong BKS model
for silica. We compare spontaneous and induced fluctua-
tions and show that, as predicted theoretically, dynamic
correlations strongly depend on the choice of microscopic
dynamics and statistical ensemble.

II. MULTI-POINT DYNAMIC CORRELATORS

AND NEW LINEAR SUSCEPTIBILITIES

A. Why four-point correlators? The spin glass case

No static correlation has yet been found to reveal any
notable feature upon approaching the glass transition
[41]. Any lengthscale associated with the slowing down
of the system must therefore be hidden in some dynamic
correlation function. This issue is in fact deeply related
to one of the most important question pertaining to the
physics of disordered systems – how can one define long-

range amorphous order in such systems?
We know from the theory of spin glasses that the above

oxymoron has in fact a precise answer: some hidden
long-range order indeed develops at the spin glass tran-
sition [42]. In order to reveal this long-range order, con-
ventional two-point functions are useless. Even if spins
sx and sx+y have non-zero static correlations 〈sxsx+y〉
in the spin glass phase, the average over space for a given
distance y vanishes because the pairwise correlations ran-
domly change sign whenever x changes. The insight of
Edwards and Anderson is that one should first square
〈sxsx+y〉 before averaging over space [43]. In this case,
the resulting (four-spin) correlation function indeed de-
velops long-range tails in the spin glass phase. This cor-
relation in fact decays so slowly that its volume inte-
gral, related to the non-linear magnetic susceptibility of
the material, diverges in the whole spin glass phase, see
e.g. [44].

The Edwards-Anderson idea can in fact be understood
from a dynamical point of view, which is important for
understanding both the physics of the spin glass just
above the transition, and its generalization to structural
glasses. Consider, in the language of spins, the following
four-point correlation function:

G4(y, t) = [〈sx(t = 0)sx+y(t = 0)sx(t)sx+y(t)〉]x, (1)
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where the brackets [...]x indicate a spatial average. Sup-
pose that spins sx and sx+y develop static correlations
〈sxsx+y〉 within the glass phase. In this case, G4(y, t →
∞) will clearly converge to the spin glass correlation
[〈sxsx+y〉2]x. More generally, G4(y, t) for finite t is able
to detect transient tendencies to spin glass order, for ex-
ample slightly above the spin glass transition tempera-
ture Tc. Close to the spin glass transition, both the per-
sistence time and the dynamic length diverge in a critical
way:

G4(y, t) ≈ y2−d−ηĜ

(

y

ξ
,
t

τ

)

, (2)

where ξ ∼ (T − Tc)
−ν and τ ∼ (T − Tc)

−zν . As men-
tioned above, the static non-linear susceptibility diverges
as
∫

dyG4(y, t → ∞) ∼ ξ2−η. More generally, one can
define a time-dependent dynamic susceptibility as:

χ4(t) ≡
∫

dy G4(y, t), (3)

which defines a correlation volume, i.e. the typical num-
ber of spins correlated in dynamic events taking place
over the time scale t. As we shall discuss below, χ4(t)
can also be interpreted as a quantitative measure of the
dynamic fluctuations. Note however that the precise re-
lation between χ4 and ξ depends on the value of the ex-
ponent η, which is physically controlled by the detailed
spatial structure of G4:

χ4(t = τ) ∝ ξ2−η . (4)

Therefore, spin glasses offer a precise example of a sys-
tem which gets slower and slower upon approaching Tc

but without any detectable long-range order appearing
in two-point correlation functions. Only more compli-
cated four-point functions are sensitive to the genuine
amorphous long-range order that sets in at Tc and give
non-trivial information even above Tc. In the case of spin
glasses it is well established that the transition is related
to the emergence of a low temperature thermodynamic
phase characterized by amorphous long-range order. In
the case of the glass transition of viscous liquids the sit-
uation is much less clear. There might be no true phase
transition toward a low temperature amorphous phase.
It is still reasonable to expect that the dramatic increase
of the relaxation time is due to a transient amorphous or-
der that sets in and whose range grows approaching the
glass transition. Growing timescales should be somehow
related to growing lengthscales [45]. A good candidate
to unveil the existence of this phenomenon is the func-
tion G4(y, t) introduced previously, since nothing in the
above arguments was specific to systems with quenched
disorder. The only difference is that although transient
order is detected in G4(y, t) or its volume integral χ4(t)
for times of the order of the relaxation time, in the long
time limit these two functions may not, and indeed do
not in the case of supercooled liquids, show long-range
amorphous order. This roots back to the different nature

of the glass and spin glass transitions (see the discussion
in [44]).

B. Supercooled liquids and more multi-point

correlations

In the case of liquids, we may consider a certain space
dependent observable o(x, t), such as, for example, the
local excess density δρ(x, t) = ρ(x, t) − ρ0, where ρ0 is
the average density of the liquid, or the local dipole mo-
ment, the excess energy, etc. We will assume in the fol-
lowing that the average of o(x, t) is equal to zero, and
the variance of o(x, t) normalized to unity. The dynamic
two-point correlation is defined as:

Co(r, t) = [o(x, t = 0)o(x + r, t)]x, (5)

where the normalization ensures that Co(r = 0, t = 0) =
1. The Fourier transform of Co(r, t) defines a generalized
dynamic structure factor So(k, t) [46]. All experimental
and numerical results known to date suggest that as the
glass transition is approached, no spatial anomaly of any
kind appears in Co(r, t) (or in So(k, t)) although of course
there could still be some signal which is perhaps too small
to be measurable. The only remarkable feature is that
the slowing down of the two-point correlation functions
often obeys, to a good approximation, “time-temperature
superposition” in the α-relaxation regime, i.e.:

Co(r, t) ≈ qo(r)f

(

t

τα(T )

)

, (6)

where qo is often called the non-ergodicity (or Edwards-
Anderson) parameter, and the scaling function f(x) de-
pends only weakly on temperature. This property will be
used to simplify the following discussions, but it is not a
crucial ingredient.

Whereas Co(r, t) measures how, on average, the dy-
namics decorrelates the observable o(x, t), it is natural
to ask whether this decorrelation process is homogeneous
is space and in time. Can the correlation last much
longer than average? In other words, what is the dis-
tribution (over possible dynamical histories) of the cor-
relation Co(r, t)? Clearly, since Co(r, t) is defined as an
average over some large volume V , the variance Σ2

C of
Co(r, t) is expected to be of order 1/V . More precisely
we define:

Σ2
C =

∫

dx

V

dx′

V
o(x, 0)o(x + r, t)o(x′, 0)o(x′ + r, t)

−Co(r, t)
2, (7)

which, using translational invariance, can be transformed
into the space integral of a four-point correlation:

Σ2
C =

∫

dy

V
G4(y, t), (8)
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where

G4(y, t) =

{

[o(x, 0)o(x + r, t)o(x + y, 0)o(x + y + r, t)]x

−[o(x, t = 0)o(x + r, t)]2x

}

. (9)

The variance of Co(r, t) can thus be expressed as an inte-
gral over space of a four-point correlation function, which
measures the spatial correlation of the temporal correla-
tion. This integral over space is also the Fourier trans-
form of G4(y, t) with respect to y at the wavevector q

equal to zero. We want to insist at this stage that r

and y in the above equations play very different roles:
the former enters the very definition of the correlator we
are interested in Eq. (5), whereas the latter is associated
with the scale over which the dynamics is potentially cor-
related. Correspondingly, great care will be devoted in
the following to distinguish the wavevector k, conjugate
to r, and q conjugate to y.

Specializing to the case r = 0 (local dynamics), one
finally obtains [79]:

Σ2
C ≡ χ4(t)

N
. (10)

The analogy with spin glasses developed above suggests
that this quantity reveals the emergence of amorphous
long-range order; it is in fact the natural diverging sus-
ceptibility in the context of p-spin descriptions of super-
cooled liquids, where a true dynamical phase transition
occurs at a certain critical temperature [16, 27, 47, 48].
Since in real systems no true phase transition is observed,
one expects χ4(t) to grow until t ≈ τα and decay back
to zero thereafter. Until τα, there cannot be strong dif-
ferences between a system with quenched disorder and a
system where disorder is dynamically self-induced.

In practice, χ4(t) is not computed from the fluctua-
tions of Co(0, t). Contrary to spin glasses, for which an
underlying lattice structure exists, viscous liquids consist
of molecules or atoms having continuum positions. As a
consequence, one has to coarse-grain space in order to
measure the fluctuations of the local relaxation dynam-
ics. Local now means on a region of the order of the in-
terparticle distance. Therefore, generically, χ4(t) = V Σ2

C

correspond either to the fluctuations of the Fourier trans-
form of Co(r, t) evaluated at a wave-vector, k0, of the or-
der of the first peak in the structure factor [32], or to a
spatial average

∫

drCo(r, t)w(r) where w(r) is an overlap
function equal to one for lengths of the order of 2π/k0

and zero otherwise [7]. The dependence of dynamical cor-
relations on the coarse-graining length has been recently
studied in [49] and is also discussed in the companion
paper [37].

Although readily accessible in numerical simulations,
Σ2

C is in general very small and impossible to measure
directly in experiments, except when the range of the
dynamic correlation is macroscopic, as in granular ma-
terials [35] or in soft glassy materials where it can reach
the micrometer and even millimeter range [34, 50].

The central idea of this work is that induced dy-
namic fluctuations are more accessible than spontaneous
ones, and can be related to one another by fluctuation-
dissipation theorems. The physical motivation is that
while four-point correlations offer a direct probe of the
dynamic heterogeneities, other multi-point correlation
functions give very useful information about the micro-
scopic mechanisms leading to these heterogeneities. For
example, one expects that a local positive energy fluctu-
ation per unit volume δe (or a negative density fluctua-
tion) at x and time t = 0 triggers or eases the dynamics
in its surroundings, leading to a systematic correlation
between δe(x, t = 0) and o(x′, t = 0)o(x′ + r, t). This
defines a family of three-point correlation functions that
relate thermodynamic or structural fluctuations to dy-
namics. As we discuss now, some of these three-point
correlations are both experimentally accessible and give
bounds or approximations to the four-point dynamic cor-
relations. The reason is as follows. In the same way that
the space integral of the four-point correlation function
is the variance of the two-point correlation, the space
integral of the above three-point correlation is the co-
variance of the dynamic correlation with the energy fluc-
tuations [80]:

ΣCE =
1

V N

∫

dx dx′o(x′ + r, t)o(x′, 0)δe(x, 0)

≡ 1

N

∫

dy [o(x + y + r, t)o(x + y, 0)δe(x, 0)]x. (11)

Hence, using the fact that the energy fluctuations per
particle are of order

√
cV kBT (where cV is the specific

heat in kB units), the quantity NΣCE/
√

cV kBT defines
the number of particles over which energy and dynamics
are correlated. Of course, analogous identities can be
derived for the covariance with density fluctuations.

Now, on very general grounds, the covariance obeys
the following Cauchy-Schwarz bound: Σ2

CE ≤ Σ2
CΣ2

E ,
where ΣE is the variance of the energy fluctuations, equal
to cV (kBT )2/N in the NV T ensemble, N = ρ0V being
the total number of particles. Therefore, the dynamic
susceptibility χ4(t) is bounded from below by:

χ4(t) ≡ NΣ2
C ≥ N2Σ2

CE

NΣ2
E

=

(

NΣCE√
cV (kBT )

)2

, (12)

where, as we show below, the right hand side is easily ac-
cessible experimentally. We then discuss in Sec. II E how
the above bound can be interpreted as an approxima-
tion, with corrections that can be physically estimated.
Note that we chose here to define χ4(t) as a number of
particles; one can of course convert it into a volume by
multiplying χ4 by v0 = 1/ρ0, the average volume per
particle. Note also that here and in the following we will
work in the NV T ensemble. We will discuss later the
generalization to different ensembles.
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C. A dynamic fluctuation-dissipation theorem and

growing lengthscales

Consider a system in the canonical NV T ensemble.
The probability of a given configuration C is well known
to be given by the Boltzmann weight exp(−βE[C])/Z,
where β = 1/kBT . Suppose one studies an observable O
with the following properties: (i) O only depends on the
current microscopic configuration C of the system and (ii)
O can be written as a sum of local contributions:

O =
1

V

∫

dx o(x). (13)

In this case, a well-known static fluctuation-dissipation
theorem holds [46]:

∂〈O〉
∂β

= −
∫

dx 〈o(x)δe(0)〉 ≡ −NΣOE , (14)

where we assumed that the energy can be written as a
sum of local contributions.

Interestingly, in the case of deterministic Hamiltonian
dynamics, the value of any local observable o(x, t) is in
fact a highly complicated function of the initial configu-
ration at time t = 0. Therefore, the correlation function,
now averaged over both space and initial conditions can
be written as a thermodynamical average:

Co(r, t; T ) =
1

Z(β)V

∫

dx o(x + r, t)o(x, t = 0)

× exp

[

−β

∫

dx′ e(x′, t = 0)

]

. (15)

Hence, the derivative of the correlation with respect to
temperature directly leads, in the case of purely conser-
vative Hamiltonian dynamics, to the covariance between
initial energy fluctuations and the following dynamical
correlation:

∂Co(r, t; T )

∂T
=

1

kBT 2

∫

dx 〈o(x + r, t)o(x, 0)δe(0, 0)〉

≡ χT (r, t). (16)

Hence, the sensitivity of the dynamics to temperature is
directly related to a dynamic correlation. This equal-
ity, although in a sense trivial, is one of the central re-
sult of this work, and has an immediate deep physical
consequence, which is the growth of a dynamical length

upon cooling in glassy systems. Define τα(T ) such that
Co(0, t = τα; T ) = e−1 (say). Differentiating this defini-
tion with respect to T gives

0 =
dτα

dT

∂Co(0, t = τα; T )

∂t
+

∂Co(0, t = τα; T )

∂T
. (17)

Since Co(0, t; T ) decays from 1 to zero over a time scale
τα, one finds that generically, using Eq. (16):

∫

dx 〈o(x, t = τα)o(x, 0)δe(0, 0)〉 ∼ kBT
d ln τα

d ln T
. (18)

But since δe is of order ρ0
√

cV kBT and 〈o2〉 is normalized
to unity, an increase of the right hand side of the equal-
ity (16) necessarily implies the growth of the volume χT

over which energy fluctuations and dynamics are corre-
lated. More precisely, as soon as τα increases faster than
any inverse power of temperature, the slowing down of
a Hamiltonian system is necessarily accompanied by the
growth of a dynamic correlation length. However, as al-
ready mentioned above, the precise relation between the
volume defined by χT and an actual lengthscale, ξT , de-
pends on the detailed structure of the spatial correlation
function (for example the value of the exponent η).

It is instructive to study in detail the case of a strong
glass-former, for which the slowing down is purely Arrhe-
nius, i.e τα = τ0 exp[∆/(kBT )], where ∆ is some activa-
tion barrier. The volume χT is then given by:

|χT (τα)| ∼ d ln τα

d ln T
=

∆

kBT
, (19)

which increases as the temperature is decreased. This
is at first sight contrary to intuition since simple bar-
rier activation seems to be a purely local process. How-
ever, one should remember that the dynamics strictly
conserves energy, so that the energy used to cross a bar-
rier must flow from other parts of the system. Hence,
even in a strong glass, the seemingly trivial Arrhenius
slowing down is necessarily accompanied by the growth
of a dynamic lengthscale.

When the relaxation time diverges in a Vogel-Fulcher
manner, i.e. τα = τ0 exp[DT0/(T − T0)], one finds that
the corresponding dynamic correlation volume also di-
verges at T0, as:

χT (τα) ∼ DTT0

(T − T0)2
∝ (ln τα)2, (20)

where the last estimate holds sufficiently close to T0.
More generally, one can study the behavior of

χT (0, t) ∼ ∂Co(0, t; T )/∂T as a function of time. Since at
all temperature Co(0, t = 0; T ) = 1 and Co(0,∞; T ) = 0,
it is clear that χT (0, t) is zero at short and long times.
We illustrate in Fig. 1 the shape of χT (0, t) for two glass-
formers studied by molecular dynamics simulations de-
scribed in Sec. IV. It has a peak for t ≈ τα. It is useful
to keep in mind the example where the correlation func-
tion is a stretched exponential with exponent β [not to
be confused with 1/kBT ], in which case:

∂Co(0, t; T )

∂ ln T
=

d ln τα

d ln T
β

(

t

τα

)β

exp

[

−
(

t

τα

)β
]

. (21)

It is easy to show that this function behaves as a power-
law, tβ , at small times and reaches a maximum for t = τα;
before decaying to zero. The power-law at small times
appears in the context of many different models, as also
discussed for the time behavior of χ4(t) [33]. Note also
that for t = τα and T = Tg, one has:

∂Co(0, τα; T )

∂ ln T

∣

∣

∣

∣

Tg

= β m ln 10, (22)
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FIG. 1: (a) and (b) respectively show the self-intermediate scattering functions Fs(k, t) as a function of time for various
temperatures in a binary Lennard-Jones mixture and the BKS model for silica, obtained from the molecular dynamics numerical
simulations discussed in Sec. IV. (a) T = 2.1, 2.0, 1.05, 1.0, 0.75, 0.72, 0.61, 0.6, 0.51, 0.5, 0.47, 0.46, 0.435 and 0.43 from left
to right. (b) T = 6100, 5900, 4700, 4600, 4000, 3920, 3580, 3520, 3250, 3200, 3000, 2960, 2750, and 2715 K from left to right.
The arrows illustrate how χT = ∂Fs/∂T is obtained by finite difference for each couple of temperatures. (c) and (d) show the
resulting χT (t) for both models, normalized by the strength of energy fluctuations. We show the absolute value since χT is a
negative quantity. In both liquids the dynamic susceptibility presents a peak for t ≈ τα whose height increases as temperature
decreases, revealing increasingly heterogeneous and spatially correlated dynamics.

where m = Td log10 τα/dT |Tg
is the steepness index,

which characterizes the fragility of the glass. Note that
in many cases, the resulting numerical value of χT turns
out to be already large in the late β-regime, meaning that
the concept of a cage is misleading because caging if fact
involves the correlated motion of many particles [35, 48].

Using the inequality in Eq. (12) with the results of the
present section, we finally obtain a lower bound on χ4(t)
for Newtonian systems which is experimentally accessi-
ble:

χ4(r, t) ≥
T 2χT (r, t)2

cV
=

1

cV

(

∂Co(r, t; T )

∂ ln T

)2

. (23)

In the case of Arrhenius dynamics, the volume defined by
the lower bound is given by ∆2/(kBcV T 2). Physically,
this is the smallest volume for which typical thermody-
namic fluctuations of the energy are equal to the energy
barrier ∆. For a Vogel-Fulcher divergence, one now finds
the bounds to be proportional to (ln τα)4.

The above result in Eq. (23) is extremely general
and applies to different situations discussed in the next
section. It however does not apply when the dynam-

ics is not Newtonian, as would be the case for Brown-
ian particles, for example, or, in numerical simulations,
when one uses Monte-Carlo dynamics [51, 52]. The rea-
son is that in these cases, not only the initial proba-
bility but also the transition probability from the ini-
tial to the final configuration itself explicitly depends on
temperature. In Brownian dynamics, for example, the
noise in the Langevin equation depends on temperature.
Hence, ∂Co(r, t; T )/∂T receives extra contributions from
the whole trajectory, that depend on the explicit choice
of dynamics. We will see below that when a dynami-
cal critical point exists or is narrowly avoided, a system
with Brownian dynamics displays dynamical correlations
of the form χ4 ∼ χT rather than the scaling χ4 ∼ χ2

T

suggested by the above bound, Eq. (23).
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D. Several generalizations

1. Enthalpy rather than energy

The above results were obtained within the NV T en-
semble, where energy fluctuations are relevant. In many
applications, however, pressure rather than volume is
held fixed. In this fixed pressure ensemble, the proba-
bility of a given configuration is given by:

P (C) =
1

Z
exp

[

−β

∫

dx h(x)

]

, (24)

where h = e+ρ0Pv is the enthalpy density of the fluid, P
is the pressure and v the local volume per particle. Since
the variance of enthalpy fluctuations per particle is equal
to NΣ2

H = cP kBT 2, all the above results carry through
with cV replaced by cP , in particular:

χ4(r, t) ≥
1

cP

(

∂Co(r, t; T )

∂ ln T

)2

. (25)

2. Density rather than temperature

In the above section, we have shown that the response
of the correlator to a change of temperature is related to
dynamic correlations. Other perturbing fields may also
be relevant, such as density, pressure, concentration of
species in the case of mixtures, etc. For example, for
hard-sphere colloids, temperature plays very little role
whereas small changes of density can lead to enormous
changes in relaxation times [53]. Using Eq. (24) for the
probability of initial configurations in the NPT ensem-
ble, and the fact that the dynamics only depends on the
initial condition, one now derives the following equality:

∂Co(r, t; P )

∂P

∣

∣

∣

∣

T

= − ρ0

kBT

∫

dx 〈o(x+r, t)o(x, 0)δv(0, 0)〉,
(26)

which can again be used to define a dynamic correlation
volume χρ. Introducing the isothermal compressibility
κT = (∂ρ/∂P )|T /ρ0 and noting that the total variance
of volume fluctuations per particle is given by kBTκT /ρ0,
we find:

NΣCV = ρ0

∫

dx 〈o(x + r, t)o(x, t = 0)δv(0, t = 0)〉

= −kBTκT
∂Co(r, t; ρ)

∂ ln ρ

∣

∣

∣

∣

T

, (27)

from which we deduce a second bound on the dynamic
correlation volume χ4(t):

χ4(r, t) ≥ ρ0kBTκT

(

∂Co(r, t; ρ)

∂ ln ρ

)2

. (28)

Again, the right hand side of this expression is accessible
to experiments [36]. Very importantly, and contrarily

to the case of temperature, this inequality holds even for
Brownian dynamics since the statistics of trajectories has
no explicit dependence on pressure or density. Finally,
a similar inequality holds for binary mixtures, relating
χ4(t) to the dependence of the correlation function on
the mixture composition.

3. Correlation and response in frequency space

We have considered up to now the variance of the cor-
relation function for a given time t, related to the four-
point susceptibility χ4(t), but this can be generalized to
the covariance of the correlation at two different times t
and t′, defined as:

Ξ4(r; t, t
′) ≡

∫

dx

V

dx′

V
o(x, 0)o(x + r, t)o(x′, 0)o(x′ + r, t′)

−Co(r, t)Co(r, t
′), (29)

with Ξ4(r; t, t) = χ4(r, t). Using the Cauchy-Schwarz
inequality 〈(A + B)C〉2/〈C2〉 − 〈A2 + B2〉 ≤ 2〈AB〉 one
can again establish a lower bound for this quantity, which
reads, in the NV T ensemble:

Ξ4(r; t, t
′) ≥ 1

2cV

[(

∂Co(r, t; T )

∂ ln T

)

+

(

∂Co(r, t
′; T )

∂ ln T

)]2

−1

2
[χ4(r, t) + χ4(r, t

′)] . (30)

It is useful to translate this result into Fourier space.
Defining Co(r, ω) =

∫

dteiωtCo(r, t), the fluctuations of
Co(r, ω) define a four-point susceptibility in Fourier space
χ4(r, ω) given by:

χ4(r, ω) =

∫

dt dt′ eiω(t+t′)Ξ4(r; t, t
′). (31)

Using the above upper bound, Eq. (30), one finds, when-
ever ω 6= 0:

χ4(r, ω) ≥ 1

cV

(

∂Co(r, ω; T )

∂ ln T

)2

. (32)

We have up to now considered correlation functions, but
the very same string of arguments also applies to linear
response functions, which can, in the context of New-
tonian dynamics, be written solely as functions of the
initial condition. For example, the susceptibility of the
observable o to an external field X is:

χo(r, t) =
1

Z(β)V

∫

dx
δo(x + r, t)

δX(x, t = 0)
×

exp

[

−β

∫

dx′ e(x′, t = 0)

]

, (33)

from which all the above results, transposed to response
functions, can be derived. This is an important remark,
since response functions, such as frequency dependent
dielectric response or elastic moduli, are routinely mea-
sured in glassy materials. Their temperature or density
dependence is therefore a direct probe of the dynamic
correlation in these materials [36].
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4. Higher derivatives

One can of course study higher derivatives of the corre-
lation functions with respect to temperature, which lead
to higher order multi-point correlations between dynam-
ics and energy or density fluctuations. For example, the
second derivative gives a connected four-point correlation
function:

∂2Co(0, t; T )

∂β2
=

∫

dx dy 〈o(x, t)o(x, 0)δe(y, 0)δe(0, 0)〉c.
(34)

The right hand side now defines a squared correlation
volume, where the left hand side, computed for t = τα,
contains terms proportional to d2 ln τα/d ln T 2 and to
(d ln τα/d ln T )2. In most cases where ln τα diverges as
an inverse power of temperature, or in a Vogel-Fulcher-
like manner, one finds that the latter term dominates
over the former. This means that this squared correla-
tion volume in fact behaves like χ2

T . The same argument
also holds for higher derivatives.

E. Fluctuations and ensembles

1. Constrained vs. unconstrained fluctuations

The above upper bounds in Eqs. (23, 25) can in fact
be given a much more precise meaning by realizing that
fluctuations of thermodynamic quantities are Gaussian
in the large volume limit [54], except at a critical point.
This allows one to show the following general result. Con-
sider an observable O that depends on M Gaussian ran-
dom variables z1, z2, ..., zM . We want to compare the
ensemble where all the zi’s are free to fluctuate with the
ensemble where one constrains a subset of the zi, say
zm, ..., zM to take fixed values, with no fluctuations. In
the limit of small fluctuations, the variances of O in the
two ensembles are related through:

Σ2
O = 〈O2|zm, ..., zM 〉c +
M
∑

α,β=m

∂〈O|zm, ..., zM 〉
∂zα

∂〈O|zm, ..., zM 〉
∂zβ

〈zαzβ〉c,(35)

where the average in the ensemble where zm, ..., zM are
fixed is denoted by 〈·|zm, ..., zM 〉. The subscript c means
that we consider connected averages and we use Greek
indices for the (M − m + 1) constrained variables.

Because this result is important throughout this pa-
per, we sketch here its proof, using ideas and a notation
which should make clear the analogy with a similar result
derived in Sec. III using a field theoretical representation
for the dynamics of supercooled liquids. Without loss of
generality, we can choose the mean of all zi’s to be zero.
The unconstrained joint distribution of the zi’s can be

written as:

P ({zi}) =

√
det D

(2π)M/2
exp



−1

2

∑

ij

ziDijzj



 , (36)

where D is a certain M ×M symmetric positive definite
matrix. The unconstrained covariance between zi and zj

is well-known to be given by:

〈zizj〉 = (D−1)ij . (37)

Let us now write D as blocks corresponding to the (m−1)
fluctuating variables and the (M −m+1) fixed variables:

D =

[

A B
B† C

]

, (38)

where A is (m−1)× (m−1), B is (m−1)× (M −m+1)
and C is (M −m+1)× (M −m+1). When the variables
zm, ..., zM are fixed, the unconstrained variables acquire
non-zero average values which are easily found to be given
by:

zi =

M
∑

α=m

(A−1B)iαzα. (39)

To establish the relation between constrained and uncon-
strained covariances, we note the following block matrix
inversion rule:

D−1 =

[

{A − BC−1B†}−1 −{CB−1A − B†}−1

−{A(B†)−1C − B}−1 {C − B†A−1B}−1

]

,

(40)
together with the matrix identity:

{A − BC−1B†}−1 = A−1 + (41)

(A−1B){C − B†A−1B}−1(A−1B)†.

The constrained covariance 〈zizj |zm, ..., zM 〉c is clearly
given by (A−1)ij . Using the above identities, we directly
obtain:

〈zizj〉 ≡ 〈zizj |zm, ..., zM 〉c +
∑

α,β

∂zi

∂zα

∂zj

∂zβ
〈zαzβ〉. (42)

Now, the final result Eq. (35) above can be established
simply by considering, to lowest order in the fluctuations,
the observable O as an M + 1th Gaussian variable cor-
related with all the zi’s and apply the above equality to
i = j = M + 1.

2. From NV E to NV T

Let us apply the general result Eq. (35) to the case of
interest here, first to the case M = 1, with z1 = E and
number of particles and volume fixed. The two ensem-
bles correspond to NV T and NV E, respectively. The
above formula can be used with the correlation Co as
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an observable provided the dynamics is conservative, as
argued above. Therefore:

χNV T
4 (r, t) = χNV E

4 (r, t) +
1

cV

(

∂Co(r, t; T )

∂ ln T

)2

, (43)

where we have replaced in the second term in the right
hand side ∂/∂E by (1/NcV kB)∂/∂T ; χNV E

4 (r, t) is the
variance of the correlation function in the NV E ensem-
ble where energy does not fluctuate, a manifestly non-
negative quantity. Therefore, the above equation recov-
ers the lower bound Eq. (23), with a physically explicit
expression for the missing piece. The relative contribu-
tion of the two terms determining χNV T

4 will be discussed
in concrete cases in Secs. III and IV.

3. Local vs. global fluctuations

The above discussion may appear at first puzzling for
the following reason: we have seen that the suscepti-
bility χ4(t) is the space integral of a four-point correla-
tion function G4(y, t) which, although developing some
spatial correlations on approaching the glass transition,
remains relatively short-range in the supercooled liquid
phase and should not depend on far away boundary con-
ditions that ultimately decide whether energy is con-
served or not. If G4(y, t) does not depend, in the ther-
modynamic limit, on the ensemble, how can its integral
over space, χ4(t), be affected by the choice of ensemble?
The answer is that while the finite volume corrections to
G4(y, t) for a given y tend to zero when V → ∞, the
integral over space of these corrections remain finite in
that limit [54], and explain the difference between χNV T

4

and χNV E
4 . We understand that the physical correla-

tion volume is given by χNV T
4 ; the long-range nature

of the fixed energy constraint leads to an underestimate
of χ4 in the NV E ensemble, which is irrelevant to de-
scribe local correlations. This is particularly important
in numerical simulations [54]: the study of the Fourier

transform of G4(y, t), Ĝ4(q, t) in the NV E ensemble will
lead to a singular behavior associated to the fact that
limq→0 Ĝ4(q, t) 6= Ĝ4(q = 0, t), whereas the two coincide
only in the most general ensemble where all conserved
quantities are let free to fluctuate. The former quantity
is independent of the ensemble and will be denoted χ∗

4 in
the following, whereas the latter depends on the macro-
scopic constraint.

4. Various sources of fluctuations

Equation (35) makes precise the intuition that dy-
namic fluctuations are partly induced by the fluctuations
of quantities that physically affect the dynamic behav-
ior [1, 55]. Among these quantities, some are conserved
thermodynamic quantities, such as the energy or density,
and the dependence of the dynamics on those quantities

are simply measured by the derivatives of the correlation
function. The contribution of the local fluctuations of
these quantities can therefore be estimated and lead to
a lower bound to the total dynamic fluctuations. In a
supercooled liquid one expects on general grounds that
energy and density should play major roles in the dynam-
ics. From the thermodynamic theory of fluctuations [56],
we know that in fact temperature (seen formally as a
function of energy and density) and density are indepen-
dent random variables, with variance 〈δT 2〉 = T 2/(NcV )
and 〈δv2〉 = kBTκT /(Nρ0). Therefore Eq. (35) gives for
the “true” dynamic susceptibility:

χ∗
4 =

1

cV

(

∂Co

∂ ln T

)2

+ρ0kBTκT

(

∂Co

∂ ln ρ

)2

+χNV E
4 , (44)

The question of whether other, “hidden” variables also
contribute to the dynamic fluctuations is tantamount to
comparing χNV E

4 with χ∗
4. This question is very difficult

to resolve theoretically in general. The rest of this paper
and the companion paper [37] are devoted to theoreti-
cal arguments and numerical simulations which attempt
to clarify this issue. The outcome is important for the
physics of glassy media, since χNV E

4 < χ∗
4 would mean

that most of the dynamics heterogeneities as measured
by χ4 are in fact induced by static energy and/or density
inhomogeneities. Whether energy or density fluctuations
is the dominant factor can be assessed by comparing the
two explicit terms appearing in the right hand side of Eq.
(44). Assuming time-temperature superposition, the ra-
tio r of the two terms for t = τα reads:

r = ρ0cV kBTκT

(

d ln τα

d ln ρ |T
d ln τα

d ln T |ρ

)2

. (45)

Following Ref. [57], and noting that ρ0cV kBTκT � 1 in
usual liquids, we conclude that for most glass-formers, r
is significantly less than one, which means that density
effects are weaker than temperature effects and conse-
quently contribute little to dynamic heterogeneities. The
situation is of course completely the opposite in hard-
sphere colloidal glasses, where d ln τα/d ln T |ρ → 0 and
r � 1.

F. Summary

After motivating the use of multi-point correlation
functions to detect non-trivial dynamic correlations in
amorphous materials, we discussed the idea that induced
fluctuations are more easily accessible experimentally
than spontaneous ones, and can be related to one an-
other by fluctuation-dissipation theorems. Elaborating
on this idea, we have shown that the derivative of the
correlation function with respect to temperature or den-
sity directly gives access to a correlation volume χT or
χρ, defined from the correlation between local energy or
density fluctuations and the dynamics. This relation can
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be used to show on very general grounds that a rapid
slowing down of the dynamics must be accompanied by
the growth of a correlation volume. The detailed relation
between this correlation volume and a correlation length-
scale however depends on the detailed spatial structure
of the correlation function.

We have then showed that the dynamic four-point sus-
ceptibility depends in general on the chosen statistical en-
semble. In the case where conserved variables are allowed
to fluctuate, we showed that the dynamic four-point sus-
ceptibility is bounded from below by terms that capture
the contribution of energy and density fluctuations to
dynamic heterogeneities. Our central results, enabling
one to estimate a dynamic correlation volume from ex-
periments, are given in Eqs. (16, 23, 25, 44). Whereas
we expect that for most supercooled liquids, the contri-
bution of temperature is the dominant effect, the qual-
ity of our bounds as quantitative estimators of χ4, and
their physical relevance is, at this stage of the discussion,
an open question which we carefully address below and
in the companion paper [37]. The following section is
devoted to a quantitative study of this question within
a field-theory formalism. A surprising outcome of this
analysis is that four-point correlations not only depend
on the chosen statistical ensemble, but also on the choice
of microscopic dynamics (Newtonian or stochastic).

III. ENSEMBLE AND DYNAMICS

DEPENDENCE OF DYNAMICAL

FLUCTUATIONS: A FIELD-THEORETICAL

PERSPECTIVE

In the following we develop in detail an approach to
dynamical fluctuations in supercooled liquids based on
field-theory techniques, and discuss how the ensemble de-
pendence of dynamic fluctuations, discussed in the pre-
vious sections, can be understood from a diagrammatic
point of view. This is important since any self-consistent
resummation/approximation scheme must be compatible
with the bounds derived above. Furthermore, we unveil
that, contrary to the behavior of correlators measuring
the average dynamics, dynamic fluctuations depend on
the dynamics in a remarkable way. Simplification can
occur if a dynamical critical point exists, as in mode-
coupling theory. In the companion paper [37] we will
point out how these simplifications occur in such cases.
In the following we aim to keep the discussion more gen-
eral than the confines of mode-coupling theory or any
other particular theoretical approach.

A. The dynamic field-theory

1. A reminder of the usual static case

The dynamic field-theory strategy is analogous to the
one used for ordinary (static) critical phenomena which

we now recall, focusing on the ferromagnetic Ising tran-
sition as a simple example [58]. The starting point is the
Legendre functional transform Γ(m(x)) of the free energy
βF (h(x)), itself defined as a functional of the magnetic
field h(x):

Γ(m(x)) = βF (h(x)) −
∫

dx′h(x′)m(x′), (46)

where h(x) on the right hand side is the field that leads
to the magnetization profile m(x). The magnetization is
determined via the equation:

m(x) =
δβF

δh(x)
. (47)

Two important properties of the functional Γ(m(x)) that
can be directly derived using the previous relation are:

δΓ

δm(x)
= −h(x),

δ2Γ

δm(x)δm(x′)
=

δh(x)

δm(x′)
≡ [〈s(x)s(x′)〉]−1. (48)

The last exact identity indicates that the operator ob-
tained by differentiating the functional Γ twice is the in-
verse of the spin-spin correlation function (considered as
an operator). Note that these are simple generalizations
of usual thermodynamic relations.

In general one cannot compute Γ exactly, but one can
guess its form using symmetry arguments, and compute
it approximately in a perturbative (diagrammatic) ex-
pansion in some parameter. Using the above identities,
no further approximation is needed to obtain correla-
tion functions. In its simplest version, Γ corresponds to
the Ginzburg-Landau free energy functional. The sad-
dle point equation for the magnetization then leads to
the mean-field description of the transition, whereas the
second derivative term gives the mean-field result for the
spin-spin correlation function, valid when the space di-
mensionality is sufficiently large.

In the following, we will present a theory of dynamic
fluctuations within a field-theoretic framework similar to
the above static formalism. The main difference is that
in the context of glassy dynamics, the relevant order pa-
rameter is no longer a one-point function like the magne-
tization but instead a two-point dynamic function which
has to be introduced as an effective degree of freedom in
the dynamic free-energy functional.

2. Dynamic free-energy functionals and fluctuations

Different dynamic field-theories have been used in the
literature to analyze the dynamics of dense liquids. The
common strategy is to write down exact or phenomeno-
logical stochastic equations for the evolution of the slow
conserved degrees of freedom. For instance, for Brow-
nian dynamics the only conserved quantity is the local
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density (energy and momentum are not conserved). The
equation for the local density is in that case the so-
called Dean-Kawasaki equation [59, 60], which can be
derived exactly for Langevin particles (see Refs. [61, 62]
for a discussion of different field-theories associated with
such dynamics). In general, the field-theory associated
to a given stochastic dynamics is obtained through the
Martin-Siggia-Rose-deDominicis-Janssen method, where
one first introduces response fields enforcing the cor-
rect time evolution and then averages over the stochastic
noise [58, 61].

We will use a general notation that will allow us to
treat all field theories proposed in the literature [61, 62]

on the same footing. In all those field theories one has
a set of slow conserved fields, φi (i = 1, ..., m), and

the corresponding response fields, φ̂i arising from the
Martin-Siggia-Rose procedure [63]. It will also be use-

ful to put φi, φ̂i into a single 2m dimensional vector Φa,
a = 1, ..., 2m. The average over the dynamic action of
Φa will be denoted Ψa: 〈Φa〉 = Ψa. As in the static case,
the starting point of the analysis is a Legendre functional
(also called the generator of two-particle irreducible di-
agrams or Baym-Kadanoff functional) [58, 64, 65]. It is
equal to:

Γ(Ψa, Ga,b) = − ln

∫

DΦa exp

(

−S({Φa}) −
∫

dtdx

2n
∑

a=1

ha(x, t)[Φa(x, t) − Ψa(x, t)] (49)

−1

2

∫

dtdt′dxdx′

2n
∑

a,b=1

Ka,b(x, t;x′, t′)[Φa(x, t)Φb(x
′, t′) − Ψa(x, t)Ψb(x

′, t′) − Ga,b(x, t;x′, t′)]



 , (50)

where S is the action of the field theory, ha’s are such that
〈Φa〉 = Ψa and Ka,b imposes a certain value for the two-
point functions: 〈ΦaΦb〉 − ΨaΨb = Ga,b. The properties
of Γ(Ψa, Ga,b) are the same as in the static case because
formally it is the same mathematical object. The only
difference is that the dynamical functional depends on a
larger number of variables. The difficulty is to devise an
approximate expression for the functional Γ. Once this
is done, one should differentiate the functional once to
obtain self-consistent equations for the order parameters
Ψa, Ga,b and twice to obtain (after inversion) and expres-
sion for their fluctuations. More precisely, we introduce
the following matrix of second derivatives:

∂2Γ =

[

δΓ
δGa,bδGc,d

δΓ
δGa,bδΨe

δΓ
δΨf δGa,b

δΓ
δΨeδΨf

]

≡
[

A B
B† C

]

,

where we have introduced three block matrices A, B, C,
in full correspondence with those introduced above in
Sec. II E 1. The inversion of ∂2Γ in the “GG-sector” al-
lows one to obtain the objects of interest in this paper,
namely the four-point space-time correlation functions:

(∂2Γ)−1,G
a,b;c,d = 〈(Φa(x, t)Φb(x

′, t′) − Ψa(x, t)Ψb(x
′, t′))

× (Φc(y, s)Φd(y′, s′) − Ψc(y, s)Ψd(y
′, s′))〉c, (51)

where 〈·〉c means that we are focusing on the connected
component. Similar relations hold for the second deriva-
tives in the other sectors (GΨ and ΨΨ).

At this stage, it is important to recall that the dynam-
ical functional Γ has a direct diagrammatic expression
as [58, 64]:

Γ(Ψ, G) = −1

2
Tr log G+

1

2
Tr G−1

0 [G+ΨΨ]−Φ2PI (Ψ, G),

(52)
where Φ2PI (Ψ, G) is the sum of all two particle irre-
ducible Feynman diagrams (that cannot be decomposed
in two disjoint pieces by cutting two lines) constructed
with the vertices of the theory and using the full prop-
agator G as lines and Ψ as sources [58, 64, 65]. Both
the internal indices and spatio-temporal arguments were
skipped for simplicity. The first derivatives lead to the
self-consistent equations for the order parameter. Since
in dynamical field-theories for liquids the slow physi-
cal fields are in fact conserved quantities the equations
δΓ/δΨa = 0 do not fix the values of the physical fields
that have to be fixed by the initial conditions. On the
other hand, they set to zero the average of the response
fields and enforce translational invariance [81].

On the other hand, the derivatives δΓ/δG = 0 lead to
formally exact self-consistent equations for the two-point
correlation functions. These equations can be written as
a Schwinger-Dyson matrix equation:

G−1 = G−1
0 − Σ(G), Σ(G) =

δΦ2PI

δG
,

where Σ is the self-energy. A given approximation con-
sists in retaining a given set of diagrams in Φ2PI , or al-
ternatively in Σ(G). For example, mode-coupling the-
ories generically consist in only retaining the “bubble”
diagram for Σ(G), see Refs. [38, 61, 66] for detailed dis-
cussions, and [37] in the present context.
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B. Four-point correlation functions and ensemble

dependence

From the above general inversion formulas for block
matrices, Eqs. (40, 41), one can recast the inversion of
∂2Γ in a form transparent both from physical and dia-
grammatic standpoints. Let us first discuss the simple
case where the Ψa’s are identically zero by symmetry,
as happens for instance in the p-spin model for which
a gauge symmetry implies that the average value of the
spins is always zero. In this case, the block matrix B is
also zero by symmetry. Equation (40) then simplifies:

(∂2Γ)−1,G
a,b;c,d =

[

δ2Γ

δGa,bδGc,d

]−1

≡ A−1. (53)

In general this symmetry does not hold, in particular for
liquids for which the analysis is more involved. However,
it turns out that the fundamental object to consider is
still A−1, as we now explain.

As mentioned above, the equation determining the
two-point correlators is δΓ/δG = 0. Therefore the varia-
tion of the value of G due to a small variation of Ψ, all
other parameters being kept fixed, is given by:

δG

δΨ
δΨ = −

[

δ2Γ

δGδG

]−1
δ2Γ

δGδΨ
δΨ ≡ −A−1BδΨ. (54)

Using Eq. (41) and the bottom right part of the ma-
trix inversion relation, Eq. (40), the four-point correla-
tion functions can be written in a physically transparent
way:

(∂2Γ)−1,G
a,b;c,d =

[

δ2Γ

δGa,bδGc,d

]−1

+

∑

e,f

(

δGab

δΨe
〈ΨeΨf 〉c

(

δGcd

δΨf

)†
)

. (55)

This expression parallels Eq. (44) in Sec. II, and the last
term corresponds to the dynamic fluctuations induced by
the fluctuations of conserved quantities. This formula is
however much more general because it applies not only
to χ4(t) but also to G4(q, t). Indeed, in Fourier space,
the terms contributing to G4(q, t) read:

〈δρ−k3
(t)δρk3+q(0)δρ−k4

(t)δρk4−q(0)〉. (56)

Therefore the extra contribution from conserved quanti-
ties, namely the last term in Eq. (55), reads:

∑

e,f

∫

dω
∂〈δρ−k3

(t)δρk3+q(0)〉
∂Ψe(ω, q)

〈Ψe(ω, q)Ψf (−ω,−q)〉c
∂〈δρ−k4

(t)δρk4−q(0)〉
∂Ψf (−ω,−q)

. (57)

Now, one should notice that all terms corresponding to
indices in the response field sector of Ψ (i.e. e, f > m)
identically vanish at q = 0. The reason is that the re-
sponse fields always appear in the vertices of the field-
theory in the form ∇Ψ. As a consequence, terms like
δ2Γ/δGδΨe(ω, q) , for e > m, are proportional to q at
small q.

In the case q = 0, the value of conserved fields such as
Ψe(ω, q) for e ≤ m are by definition constant over time
and set by initial conditions: 〈Ψe(ω, q)Ψf (−ω,−q)〉c =
V δ(ω)Σef where Σef are the correlators of thermody-
namic fluctuations of all conserved quantities Ψ, deter-
mined by the probability distribution of initial condi-
tions. As a consequence the term in Eq. (57) at q = 0
precisely reduces to the form discussed in the previous
section on general grounds for χ4(t) ≡ G4(q = 0, t):

m
∑

e,f=1

∂〈δρ−k3
(t)δρk3

(0)〉
∂Ψe

Σef
∂〈δρ−k4

(t)δρk4
(0)〉

∂Ψf
. (58)

For Brownian dynamics density is the only conserved
quantity and thus only one term, m = 1, contributes

to the sum in Eq. (58). In the case of Newtonian dy-
namics there are in principle 2 + d conserved quantities,
density, momentum and energy. However, by symmetry,
the contribution of the momentum fluctuations is zero,
and only density and energy should be considered. In
p-spin disordered systems, on the other hand, this extra
term is simply absent, and m = 0.

The conclusion is once again that the choice of sta-
tistical ensemble matters for determining four-point cor-
relators. For q 6= 0, the extra terms Eq. (57) are in
general always non-zero and contribute to G4(q, t). On
the other hand, if one focuses on the case where q = 0
exactly, the initial distribution is crucial. As an exam-
ple, in the case of Newtonian dynamics in the NV E en-
semble, all the extra contributions vanish since in that
ensemble all conserved quantities are strictly fixed and
ΣNV E

ef ≡ 0. Thus, we find again within this formalism

that the equality limq→0 G4(q, t) = G4(0, t) is valid only
in the most general ensemble where all conserved quan-
tities fluctuates. In more restricted ensembles, such as
NV E, it is violated.

Let us now explore the diagrammatic content of
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Σ
n

n

δ Σ G=
δ G

G

FIG. 2: Diagrammatic representation of the parquet dia-
grams obtained by expanding Eq. (59): (1 − ∂GΣ GG)−1 =�

n
(∂GΣ GG)n.

Eq. (55). The first term can be rewritten using the gen-
eral expression of Γ as:

[

δ2Γ

δGδG

]−1

=

[

G−1G−1 − δΣ(G)

δG

]−1

,

where the objects in the above expression are four-index
matrices. This term can be rearranged as follows:

[

δ2Γ

δGδG

]−1

a,b;c,d

≡
∑

c′,d′

Ga,c′Gb,d′

×



δc′,cδd′,d −
∑

c′′,d′′

δΣc′d′(G)

δGc′′,d′′

Gc′′,cGd′′,d





−1

.(59)

One can now formally expand the term in parenthesis
as (1 − ∂GΣ GG)−1 =

∑

n(∂GΣ GG)n to recover the so-
called “parquet” diagrams [65] that give a formally exact
representation of the four-point function, see Fig. 2. We
see that the role of these parquet diagrams is even more
general. Actually, from Eq. (54) above, one sees that
these diagrams are involved in the computation of the
response of two-point correlators to a change in conserved
quantities:

χΨ ≡ δG

δΨ
= −

[

δ2Γ

δGδG

]−1
δ2Γ

δGδΨ
. (60)

This last expression shows that if all conserved quantities
are fixed, such that the extra term Eq. (57) vanishes, the
parquet diagrams will contribute both to χ4 and to χΨ.

The second term in Eq. (55) also has a direct diagram-
matic interpretation that is shown in Fig. 3. It consists
of two parquets closed by three-leg vertices and joined
by a correlation function of conserved variables. The
wavevector q in G4(q, t) is, in the diagrams, the wavevec-
tor flowing into the parquets and in the middle “link”
corresponding to 〈ΨeΨf 〉c, as it appears explicitly in
Eq. (57). This general analysis is particularly useful in

δ G

Σ
n

δ Γ
δ 

=

m

n m

ψ
FIG. 3: “Squared-parquets” representation of the contribu-
tion of conserved quantity fluctuations to χ4. They corre-
spond to the second term in Eq. (55).

the context of MCT but in cases where no divergence ex-
ists, we still expect that an analysis based on the general
field-theoretic building blocks outlined in this section can
be useful. For example, when a dynamical critical point
is avoided or does not exist, the time-dependence of the

(usually) non-singular three-leg vertex contribution δ2Γ
δGδΨ

will also contribute to the temporal behavior of χ4.

C. Consequence for physical observables and

conclusions

As discussed in [16] MCT provide a simple approxi-
mation for parquet diagrams in which the self-energy is
approximated by a bubble diagram. Within this approx-
imation the parquet diagrams simplify into the ladder
diagrams analyzed in [16], which diverge at the mode-
coupling critical point.

In Ref. [16], however, only the ladder diagrams were
analyzed. The contribution to G4 of Eq. (57) correspond-
ing to the “squared ladders” was overlooked. As a conse-
quence the MCT results in Ref. [16] for χ4(t) = G4(q =
0, t) only apply close to the critical point in the following
cases (see also [37] for further discussion):

• NV E ensemble for Newtonian dynamics;

• NV T ensemble for Brownian dynamics;

• p-spin models.

On the other hand, whenever conserved quantities are
allowed to fluctuate, or when considering G4(q, t) at non-
zero values of q, the contribution of (57) may be impor-
tant. For example, within the context of MCT where χΨ

diverges as ε−1 (where ε is the reduced distance from the
critical point), the contribution of (58) in fact becomes
dominant and χ4 now diverges as ε−2.

As a consequence we expect that in general (not only
within MCT) G4(q, t) will receive contributions of differ-
ent physical origin with possibly different temperature
dependencies, and whose relative amplitude might even
depend on the chosen microscopic dynamics (Brownian
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or Newtonian). On the other hand, we see that the fun-
damental operator ∂2Γ/∂G∂G governing the growth of
dynamic correlations indeed corresponds to the ladder
diagrams considered in Ref. [16]. Therefore it is both of
theoretical and practical relevance to introduce a corre-
lator with a physical content similar to that of G4(q, t),
but unaffected by the presence of global conservation laws
and therefore by the choice of statistical ensemble. An
observable with those properties has been discussed re-
cently [48]. It corresponds to the response of the inter-
mediate scattering function G to a small inhomogeneous
external potential Vext. Within the previous formalism
one finds:

δ2Γ

δGδG

δG

δVext
+

δ2Γ

δGδVext
+

δ2Γ

δGδΨ

δΨ

δVext
= 0,

and therefore:

δG

δVext
= −

[

δ2Γ

δGδG

]−1(
δ2Γ

δGδVext
+

δ2Γ

δGδΨ

δΨ

δVext

)

.

Since the source term on which the operator
[δ2Γ/δGδG]−1 acts is expected to be weakly tem-
perature and density dependent, one sees that this
quantity gives an almost direct measure of the critical
behavior of the dynamic correlations encoded in the
operator [δ2Γ/δGδG]. When the external potential is
homogeneous in space one finds a quantity proportional
to χΨ [48], while for an inhomogeneous external potential
one can probe the spatial structure of dynamic fluctu-
ations. Indeed, when one differentiates with respect to
the Fourier component Vext(q), the wavevector q plays
the same role as for G4 [48]. This can alternatively
be seen at the diagrammatic level because it is the
wavevector entering into the ladders in Fig. 3.

The conclusion of this section is that four-point corre-
lations not only depend on the statistical ensemble (for
q = 0) but, remarkably and perhaps unexpectedly, also
on the choice of dynamics. This is to be contrasted with
the case for two-point correlators, which are independent
of the chosen ensemble and are known numerically to
be independent of the dynamics, at least in the relevant
“slow” regime [67, 68]. In a sense, this means that four-
point correlations are not the best suited observables to
characterize dynamic heterogeneity in glassy materials,
since they mix several physical effects. A better observ-
able is the response function ∂G/∂Vext discussed above.

Clear-cut statements with four-point quantities can
however be made when the dynamic lengthscale grows
dramatically at some finite temperature or density, as
is the case within MCT where the operator δ2Γ/δGδG
develops a zero mode that leads to a divergence of the
dynamic lengthscale ξ. Close to the critical point, these
statements may be summarized as follows [82]:

• χ4(τα) for NV T Newtonian dynamics diverges
more strongly than χ4(τα) for NV T stochastic dy-
namics;

• χ4(τα) for NV E Newtonian dynamics diverges like
χ4(τα) for NV T stochastic dynamics;

• χ4(τα) for NV E Newtonian dynamics and NV T
stochastic dynamics diverge like χT (τα) (or
χρ(τα)).

However, these different divergences reflect the same un-
derlying physics, which is the growth of a unique length-
scale ξ in all of these cases. Only the relation between
χ4(τα) and ξ changes. This becomes clear when one con-
siders the (ensemble-independent) function G4(q, τα) for
q 6= 0. In all of these cases, G4(q, τα) can be written
as a scaling function g4(qξ) with the same ξ but different
functional forms. For example, gN

4 (qξ) for Newtonian dy-
namics can be written as gB

4 (qξ) + cq[g
B
4 (qξ)]2, where cq

is a coefficient and gB
4 (qξ) the scaling function for Brow-

nian dynamics, which can be obtained explicitly from the
critical properties of (δ2Γ/δGδG)−1 [48]. Note that the
relation between χ4(τα) for NV E Newtonian dynamics,
χ4(τα) for NV T Brownian dynamics and χT (τα) may not
hold in non-critical cases, or in cases where no underlying
critical point is present, as is likely the case in silica.

In the following section we will check all these state-
ments (ensemble and dynamics dependence, unique
lengthscale) using numerical simulations of two molec-
ular glass-formers of different fragilities.

IV. NUMERICAL RESULTS FOR TWO

MOLECULAR GLASS-FORMERS

We now present our numerical calculations of the dy-
namic susceptibility χT (t), its relation to χ4(t), and the
behavior of spatial correlations in two well-studied mod-
els of molecular glass-formers: a binary Lennard-Jones
(LJ) mixture [69], considered as a simple model system
for fragile supercooled liquids [8], and the Beest, Kramer,
and van Santen (BKS) model, which is a simple descrip-
tion of the strong glass-former silica [70, 71]. A first moti-
vation for these simulations is that all terms contributing
to the dynamic fluctuations can be separately evaluated
and quantitatively compared. Therefore, the claim made
in Ref. [36] that χT (t) yields direct experimental access to
the four-point susceptibility can be quantitatively estab-
lished. A second interesting feature is that the influence
of the microscopic dynamics and statistical ensemble can
be quantified in the simulations by keeping the pair po-
tential unchanged but by switching from the energy con-
serving Newtonian dynamics to some stochastic dynam-
ics which locally supplies energy to the particles. Finally
spatial correlators and dynamic lengthscales can be di-
rectly evaluated in the simulations therefore confirming
the link between dynamic susceptibilities and dynamical
lengthscales.
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A. Models and technical details

The binary LJ system simulated in this work is a 80:20
mixture of NA = 800 and NB = 200 Lennard-Jones par-
ticles of types A and B, with interactions

φLJ
αβ(r) = 4εαβ

[

(σαβ

r

)12

−
(σαβ

r

)6
]

, (61)

where α, β ∈ [A, B] and r is the distance between the
particles of type α and β. Interaction parameters εαβ

and σαβ are chosen to prevent crystallization and can
be found in Ref. [69]. The length, energy and time
units are the standard Lennard-Jones units σAA (par-
ticle diameter), εAA (interaction energy), and τ0 =
√

mAσ2
AA/(48εAA), where mA = mB is the particle mass

and the subscript A refers to the majority species. Equi-
librium properties of the system have been fully char-
acterized [69]. At the reduced density ρ0 = 1.2, where
all our simulations are carried out, the MCT transition
has been conjectured to be in the vicinity of Tg ∼ 0.435
[69]. The slowing down of the dynamics, T & 0.47, can
be correctly described by mode-coupling theory, but this
description eventually breaks down when lowering the
temperature further, T . 0.47 [69].

To check the generality of our results, we have also
investigated the behavior of a second glass-former, char-
acterized by a very different fragility. To this end, we
simulate a material with an Arrhenius dependence of its
relaxation time, namely silica. Various simulations have
shown that a reliable pair potential to simulate silica is
the one proposed by BKS [70, 71]. The functional form
of the BKS potential is

φBKS
αβ (r) =

qαqβe2

r
+ Aαβ exp (−Bαβr) − Cαβ

r6
, (62)

where α, β ∈ [Si, O] and r is the distance between the
ions of type α and β. The values of the constants
qα, qβ , Aαβ , Bαβ , and Cαβ can be found in Ref. [70]. For
the sake of computational efficiency the short range part
of the potential was truncated and shifted at 5.5 Å. This
truncation also has the benefit of improving the agree-
ment between simulation and experiment with regard to
the density of the amorphous glass at low temperatures.
The system investigated has NSi = 336 and NO = 672
ions in a cubic box with fixed size L = 24.23 Å. The
Coulombic part of the potential has been evaluated by
means of the Ewald sum using a constant αL=10.177.

For both LJ and BKS models we have numerically in-
tegrated Newton’s equations of motion using a velocity
Verlet algorithm [51] using a timestep hLJ = 0.01τ0 and
hBKS = 1.6 fs, respectively. Doing so we can measure
spontaneous dynamic fluctuations in the microcanonical
NV E ensemble. Before these microcanonical production
runs, all systems are equilibrated using a stochastic heat
bath for a duration significantly longer than the typical
relaxation time, τα, implying that particles move over
several times their own diameter during equilibration.

Production runs were at least larger than 30τα, and sta-
tistical convergence for dynamic fluctuations was further
improved by simulating 10 independent samples of each
system at each temperature. Doing this for many tem-
peratures in two molecular systems obviously represents
a substantial numerical effort.

To check the influence of the microscopic dynamics,
and in particular the role of the energy conservation,
we have also performed stochastic simulations of the
LJ system using two different techniques. Following
Ref. [67], we have simulated Brownian dynamics where
Newton’s equations are supplemented by a random force
and a viscous friction whose amplitudes are related by
the fluctuation-dissipation theorem. The numerical al-
gorithm used to integrate these Brownian equations of
motion is described in Refs. [51, 67] using the time step
of hLJ

BD = 0.016τ0 and the friction coefficient was set to
ζ = 10mτ0. We use the equilibrium configurations ob-
tained by MD simulations as starting point for our pro-
duction runs in Brownian simulations. Finally we have
implemented a second stochastic dynamics, a standard
Monte Carlo dynamics, with the LJ potential [72]. At
time t, the particle i, located at the position ri(t), is cho-
sen at random. The energy cost ∆E to move it to the
new position ri(t)+δ is evaluated, δ being a random vec-
tor comprised in a sphere of radius δmax = 0.075. The
Metropolis acceptance rate, p = min(1, e−β∆E), is then
used to decide whether the move is accepted [51]. One
Monte Carlo timestep represents N = NA+NB attempts
to make such a move.

B. Physical observables

Following previous work [15, 32, 33], we monitor the
dynamical behavior of the molecular liquids through the
self-intermediate scattering function,

Fs(k, t) =

〈

1

Nα

Nα
∑

j=1

eik·[rj(t)−rj(0)]

〉

, (63)

where the sum in Eq. (63) runs over one of the species
of the considered liquid (A or B in the LJ, Si or O
for silica). We denote by fs(k, t) the real part of the
instantaneous value of this quantity, so that we have
Fs(k, t) = 〈fs(k, t)〉.

The four-point susceptibility, χ4(t), quantifies the
strength of the spontaneous fluctuations around the av-
erage dynamics by the variance,

χ4(t) = Nα

[

〈f2
s (k, t)〉 − F 2

s (k, t)
]

. (64)

In principle, χ4(t) in Eq. (64) retains a dependence on
the scattering vector k. Since the system is isotropic,
we circularly average (63) and (64) over wavevectors of
fixed modulus. Note that the value of dynamical corre-
lations depend on |k| as shown in [31, 35]. A detailed
analysis of this dependence has been performed in [49]
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and will be further discussed in [37]. In the following we
will focus only on the value of |k| for which the dynam-
ical correlations are more pronounced and that measure
the correlation of the local dynamics. For the LJ system
we will mainly consider results for |k| = 7.21 and for the
BKS one |k| = 1.7 Å−1. These values respectively rep-
resent the typical distance between A particles, and the
size of the SiO4 tetrahedra. As discussed above, we ex-
pect χ4(t) to depend on the chosen statistical ensemble,
NV E or NV T , for Newtonian dynamics, and to depend
also on which microscopic dynamics is chosen, stochastic
or energy conserving.

To evaluate the temperature derivatives involved in

χT (t) =
∂

∂T
Fs(k, t), (65)

we perform simulations at nearby temperatures, T and
T + δT , and estimate χT (t) through finite differencing,
χT (t) ≈ δFs(k, t)/δT , as illustrated by arrows in Fig. 1
in Sec. II. For this procedure to be effective, temper-
ature differences must be small enough that linear re-
sponse holds. Taking δT too small leads however to poor
statistics. The smallest δT which might be used can be
estimated by comparing the statistical noise of Fs(k, t)
to the expected response χT × δT . This leads in our case
to the typical lower bound δT/T > 0.005. We have typi-
cally used δT/T ≈ 0.01, which is not far from the lower
bound. For some selected temperatures, we have explic-
itly checked that linear response is satisfied by comparing
results for 2δT , δT and δT/2.

It might be worth recalling that the value of χT (t) does
not depend on which ensemble (NV E or NV T ) is chosen
for its computation, since ensemble equivalence obviously
holds for this local observable. Much less trivial is our
numerical finding that χT (t) is also found to be the same
for Newtonian, Brownian and Monte Carlo dynamics for
times pertaining to the structural relaxation. This is be-
cause we detect no dependence of the (average) structural
relaxation dynamics of the binary LJ system upon its mi-
croscopic dynamics, apart from an overall time rescaling.
On the other hand, the short-time dynamics is different
in the three cases. Our findings then confirm for Brown-
ian dynamics, and extend for Monte Carlo dynamics, the
results of Refs. [67, 68] about the independence of the
average glassy dynamics upon the microscopic dynamics.
We will see below that clear differences emerge at the
level of the dynamic fluctuations.

C. Amplitude of the dynamic fluctuations

In this paper, we restrict our analysis of the dynamic
susceptibilities to the amplitude of the peaks observed in
Fig. 1, meaning that we study dynamic fluctuations on
a timescale t ≈ τα. The time dependence of the fluctua-
tions are studied in the companion paper, Ref. [37].

T |χT |/
√

cV

T 2χ2

T
/cV

χNV E
4

χNV T
4

τα

10
6

10
4

10
2

10
0

10
2

10
1

10
0

10
−1

T |χT |/
√

cV

T 2χ2

T
/cV

χNV E
4

χNV T
4

τα (ps)
10410310210110010−1

101

100

10−1

FIG. 4: Peak amplitude of various dynamic susceptibilities in
the binary LJ mixture obtained from the A particles dynamics
(top) and the BKS model for silica from the Si ions dynamics
(bottom). Open triangles in the LJ system represent χNV E

4

measured in a smaller system with N = 256 instead of the
N = 1000 used everywhere else in the paper. In both cases,
T 2χ2

T /cV is smaller than χNV E
4 at high temperature, but in-

creases faster and becomes eventually the dominant contribu-
tion to χNV T

4 in the relevant low temperature glassy regime.
Note that the crossing occurs much earlier for BKS.

1. Role of energy fluctuations in building dynamical

correlations

Our results are summarized in Fig. 4, where we present
our numerical data for T |χT |

√

1/cV , χNV E
4 , T 2χ2

T /cV

and the sum χNV T
4 = χNV E

4 + T 2χ2
T /cV , all quantities

obtained from Newtonian dynamics simulations of both
the LJ and BKS models. (Recall that we define cV in
units of kB throughout this paper). When temperature
decreases, all peaks shift to larger times and track the
α-relaxation. Simultaneously, their height increases, re-
vealing increasingly stronger dynamic correlations as the
glass transition is approached.

The main observation from the data displayed in Fig. 4,
already announced in Ref [36], is that in both LJ and
BKS systems the term T 2χ2

T /cV while being small,
∼ O(10−1), above the onset temperature of slow dynam-
ics, grows much faster than χNV E

4 when the glassy regime
is entered. As a consequence, there exists a temperature
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below which the temperature derivative contribution to
the four-point susceptibility χNV T

4 dominates over that
of χNV E

4 , or is at least comparable. This crossover is
located at T ≈ 0.45 in the LJ system, T ≈ 4500 K for
BKS silica. Remarkably, the conclusion that T 2χ2

T /cV

becomes larger than χNV E
4 at low temperatures holds

for both strong and fragile glass-formers, but for dif-
ferent reasons. In the LJ systems χT increases very
fast because timescales grows in a super-Arrhenius man-
ner, which makes the temperature derivative larger and
larger, while χNV E

4 saturates at low T . In the BKS
system, although the temperature derivative is not very
large because of the simple Arrhenius growth of relax-
ation timescales, χNV E

4 is even smaller [73], i.e. much
smaller than in the fragile LJ system. It is interesting
to note that the value of χNV E

4 and T 2χ2
T /cV when they

cross is substantially larger for the LJ system (∼ 10) than
for BKS (∼ 1). Physically, this might be due to the fact
that the T 2χ2

T /cV contribution to dynamic correlations
comes entirely from the energy conservation constraint.
Therefore, this term is present even when relaxation oc-
curs via a “local” Arrhenius process, as discussed in Sec-
tion II.C. The χNV E

4 contribution, on the other hand,
might capture more genuine “cooperative” effects, and
hence be larger in more fragile systems.

It is important to remark that finite size effects could
play a role in the present study: when measured in a
system which is too small, dynamic fluctuations are un-
derestimated [74]. Therefore it could be that using too
small a system we have underestimated χNV E

4 , and there-
fore observed a fictitious saturation of the inequality (23).
To investigate this possibility, we have included in Fig. 4
data for χNV E

4 obtained in a system comprising about 4
times less particles, N = 256, with essentially similar re-
sults. We have checked that also the average dynamics is
unchanged when N = 256, so that χT is not affected by
finite size effects either. We are therefore confident that
the main conclusion drawn from Fig. 4 is not an artifact
due to finite size effects.

Two important conclusions follow from this observa-
tion. Firstly, we can safely conclude that T 2χ2

T /cV is a
very good approximation to χNV T

4 for relaxation times
larger than τα ≈ 104 in the LJ system, τα ≈ 10 ps in
BKS silica. Our results indicate that this becomes an
even better approximation as temperature is lowered. As
reported in Ref. [36], this opens suggests a direct exper-
imental determination of χ4 close to the glass transition
temperature, Tg. Our data indicate however, that care
must be taken when analyzing the first few decades of
the dynamical slowing down where all terms contribute
differently to χNV T

4 , and have different temperature de-
pendences [36, 49, 75].

A second conclusion drawn from Fig. 4 concerns the
physical origin of the dynamic heterogeneity in glass-
forming liquids. Our observation that the term involving
χ2

T gives the major contribution to χ4, directly implies,
using the fluctuation-dissipation relation Eq. (16), that
the local fluctuations of the energy are the main source

χ
BD
4

χ
MC
4

χ
NV E
4

χ
NV T
4

τα/τ0

10
6

10
4

10
2

10
0

10
2

10
1

10
0

FIG. 5: Amplitude of four-point susceptibilities χ4(τα) ob-
tained from the A particles dynamics in the LJ system for
Newtonian canonical (χNV T

4 ), microcanonical (χNV E
4 ) dy-

namics and stochastic Monte Carlo (χMC
4 ) and Brownian

(χBD
4 ) dynamics. Stochastic dynamics measurements follow

the results obtained from microcanonical Newtonian dynam-
ics, while the amplitudes obtained in the canonical ensem-
ble for Newtonian dynamics are much larger, as predicted in
Sec. III.

for the spatial fluctuations of the local dynamical behav-
ior. However, as we argued above, this could well mean
that the crossing between T 2χ2

T /cV and χ4 in fact occurs
closer to Tg for more fragile systems. This would then
lead to a systematic underestimation of χ4 as a function
of fragility.

2. Dynamics dependence of dynamical correlation

We conclude this section with a discussion of the data
for dynamic fluctuations obtained through our stochas-
tic simulations. The temperature evolution of the dy-
namic susceptibilities χ4(τα) obtained with Monte Carlo
and Brownian dynamics are shown in Fig. 5 where it is
compared to the data obtained in both canonical and mi-
crocanonical ensembles with Newtonian dynamics. Our
data unambiguously show that dynamic fluctuations with
stochastic dynamics are different from the ones obtained
with Newtonian dynamics in the NV T ensemble. They
are however very similar to the microcanonical ones. This
result is not immediately intuitive because one could have
imagined that stochastic simulations are a good approx-
imation to the dynamics of liquids in the canonical en-
semble. However, we have shown in Sec. III that this
naive expectation is in fact incorrect. The absence of the
energy conservation in the stochastic dynamics (MD or
BD) removes the contribution of the “squared parquets”
and leads to χNV E

4 ∼ χBD
4 ∼ χMC

4 . This is in excellent
agreement with our numerical data.

Another confirmation of our theoretical expectations is
presented in Fig. 6 in which we show the time dependence
of χ4 for NV E Newtonian dynamics, NV T Brownian,
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FIG. 6: Four-point susceptibilities at χ4(t) at T = 0.45 ob-
tained from the A particles dynamics in the LJ system for
Newtonian canonical (shown as a thicker line), microcanoni-
cal dynamics and stochastic Monte Carlo and Brownian dy-
namics as a function of a rescaled time chosen so that all χ4’s
overlap near the alpha relation. We chose t̃ = t for NV E New-
tonian dynamics, t̃ = t/24 for Brownian dynamics, t̃ = t/100
for Monte Carlo dynamics. The Newtonian χNV T

4 (t) is larger
than the others, which are all nearly identical in both beta
and alpha regimes.

Monte-Carlo and Newtonian dynamics. The first three
curves are essentially identical in the late-beta and alpha-
regimes whereas the last one is clearly larger. Although
this dependence on the microscopic dynamics is a clear-
cut prediction in the context of MCT, as discussed also in
[37], our previous general diagrammatic discussion shows
that this should hold more generally.

Another interesting consequence of our diagrammatic
analysis is that χT and χNV E

4 should have a similar crit-
ical scaling in temperature and time. Again this holds
exactly within MCT but it is expected also in general
if the three-leg vertex does not introduce any additional
singular behavior. In fact, as discussed in the previous
sections, χT consists of a parquet diagram closed by a
three-leg vertex whereas χNV E

4 is given by single par-
quet diagrams. In Fig. 4 we confirm numerically that
the peaks of χT and χNV E

4 scale in the same way with
the temperature. This similarity should in fact extend to
the whole time dependence but the results are less satis-
factory, as discussed in the companion paper [37]. This
might be due to pre-asymptotic effects at short times.

D. Spatial correlations

We now discuss the spatial correlations associated
with the global fluctuations measured through χT (t) and
χ4(t). To this end, we define the local fluctuations of the
dynamics through the spatial fluctuations of the instan-
taneous value of the self intermediate scattering function,

δfk(x, t) =
∑

i

δ(x−ri(0)) cos[k·(ri(t)−ri(0))]−ρ0Fs(k, t).

(66)

In the following, we will drop the k dependence of the
dynamic structure factors to simplify notations. Local
fluctuations of the energy at time t are defined as usual,

δe(x, t) =
∑

i

δ(x − ri(t))ei(t) − ρ0e, (67)

where ei(t) = mv2
i (t)/2 +

∑

j V (rij(t)) is the instan-
taneous value of the energy of particle i, and e ≡
〈N−1

∑

i ei〉 is the average energy per particle.
Spontaneous fluctuations of the dynamics can be de-

tected through the “four-point” dynamic structure fac-
tor,

S4(q, t) =
1

N
〈δf(q, t)δf(−q, t)〉, (68)

while correlation between dynamics and energy are quan-
tified by the following “three-point” function,

ST (q, t) =
1

N
〈δf(q, t)δe(−q, t = 0)〉. (69)

In Eqs. (68, 69), δf(q, t) and δe(q, t) denote the Fourier
transforms with respect to x of δf(x, t) and δe(x, t), re-
spectively. We will show data for fixed |k|, as for the
dynamic susceptibilities above. In our numerical simu-
lations we have also performed a circular averaging over
wavevectors of fixed moduli |q|, although the relative ori-
entations of q and k plays a role [17, 76].

We present our numerical results for the temperature
dependence of four-point and three-point structure fac-
tors in Fig. 7. Similar four-point dynamic structure fac-
tor have been discussed before [7, 14, 15, 19, 30–33].
They present at low q a peak whose height increases
while the peak position shifts to lower q when T de-
creases. This peak is unrelated to static density fluctua-
tions which are small and featureless in this regime [69].
This growing peak is direct evidence of a growing dy-
namic lengthscale, ξ4(T ), associated to dynamic het-
erogeneity as temperature is decreased. The dynamic
lengthscale ξ4 should then be extracted from these data
by fitting the q-dependence of S4(q, t) to a specific form.
An Ornstein-Zernike form has often been used [31, 32],
and we have presented its 1/q2 large q behavior in Fig. 7.
Since our primary aim is to measure dynamic suscepti-
bilities on a wide range of temperatures, we have used
a relatively small number of particles, N = 1000. At
density ρ0 = 1.2, the largest distance we can access in
spatial correlators is L/2 ≈ 5, which makes an absolute
determination of ξ4 somewhat ambiguous. Similarly the
range of wavevectors shown in Fig. 7 is too small to as-
sign a precise value even to the exponent characterizing
the large q behavior of S4(q, t) ∼ 1/qα. Our data is com-
patible with a value α ≈ 2.4. To extract ξ4 we therefore
fix α = 2.4 and determine ξ4 by assuming the following
scaling behavior [33],

S4(q, t) =
S4(q = 0, t)

1 + (qξ4)α
, (70)



D
S

M
/S

P
h

T
-T

06
/1

20
 h

ttp
://

w
w

w
-s

ph
t.c

ea
.f

r/
ar

tic
le

s/
T

06
/1

20
/ 

19

0.43

0.47

0.5

T = 0.6

|ST (q, t)|

SN
4

(q, t)

SMC
4

(q, t)

q
1

10

1

0.1

��

�
�
�

�����

�

��

�
�
�

	�
 ��	�
 ���	�
 ���	�
 ��	

���

������
���
�� � �
��

�����! "�

��� 	

���$# �

���$# �

��� # �

FIG. 7: Top: Four-point dynamic structure factors from
Eqs. (68) for Monte Carlo (MC) and Newtonian (N) dynam-
ics, and three-point structure factor, Eq. (69), for Newtonian
dynamics. For comparison, we show the power law 1/q2 as
a dashed line. Note that ST is a negative quantity, so we
present its absolute value. ST and SMC

4 have been vertically
shifted for graphical convenience. Bottom: Rescaled dynamic
structure factor for Newtonian dynamics using Eq. (70) with
α = 2.4 for S4 and α = 3 for ST . The same dynamic length-
scale ξ4 = ξT ≡ ξ is used in both cases, and the evolution of
ξ(T ) is shown in the inset.

using S4(0, t) and ξ4 as free parameters. The results of
such an analysis are shown in the bottom panel of Fig. 7.
This procedure leads to values for ξ4 which are in good
agreement with previous determinations using different
procedures [32]. In particular we find that a power law

relationship ξ4 ∼ τ
1/z
α with z ≈ 4.5 describes our data

well, as reported in Ref. [15] for this system.

Since dynamic structure factors probe local spatial cor-
relations they do not depend on the statistical ensemble
chosen for their calculation, at least in the thermody-
namic limit. However, as predicted in Sec. III, dynamic
correlations are expected to retain a dependence on the
microscopic dynamics of the particles, our prediction be-
ing that correlations should be stronger for Newtonian
dynamics than for stochastic dynamics. This prediction
is directly confirmed in Fig. 7 where we show SMC

4 (q, t)
obtained from our Monte Carlo simulations. Clearly the
temperature evolution of SMC

4 is much slower than that

of SND
4 , in agreement with the slower temperature evo-

lution of χMC
4 already observed in Fig. 5.

An important new result contained in Fig. 7 is the
presence and development of a similar low-q peak in the
three-point structure factor ST (q, t). Note that, as for
χT (t), we find that ST (q, t) is a negative quantity. This
means that a local positive fluctuation of the energy is
correlated to a local negative fluctuation of the two-time
dynamics, i.e. to a locally faster than average dynam-
ics. Therefore the (negative) peak in ST (q, t) is a direct
microscopic demonstration that dynamic heterogeneity
is strongly correlated to the fluctuations of at least one
local structural quantity, namely the energy [36]. When
temperature decreases, the height of the peak in |ST (q, t)|
increases and its position shrinks towards lower q. This
is again the sign of the presence of a second growing dy-
namic lengthscale, ξT , which reflects the extent of the
spatial correlations between energy and dynamical fluc-
tuations. Again an absolute determination of ξT is very
hard due to system size limitations. Since we expect
ξT and ξ4 to carry equivalent physical content, we have
checked that our data are compatible with both length-
scales being equal. In Fig. 7, we rescale the three-point
dynamic structure factor using Eq. (70) with α = 3, and
constraining ξT = ξ4. The scaling is of similar quality,
see the bottom panel in Fig. 7.

The local correlation between energy fluctuations dy-
namic heterogeneity is broadly consistent with several
theoretical predictions (see also the companion paper
[37] for further discussion). As mentioned in Sec. III
the equality between ξT and ξ4 is a natural prediction
of MCT calculations. This is also very natural from the
point of view of kinetically constrained models [40]. Spin
facilitated models, in particular, postulate such a corre-
lation through the concept of dynamic facilitation: mo-
bile sites carry positive energy fluctuations and through
activated diffusion trigger the relaxation of neighboring
sites [77]. In this picture a localized energy fluctuation
affects the dynamics of a large nearby region so that there
is not a one-to-one correspondence between slow and low-
energy sites. There is therefore no contradiction between
our results and the lack of correlation between “dynamic
propensity” and local potential energy recently reported
in Ref. [78].

E. Summary

In this section we have discussed in detail the results of
molecular dynamics simulations of a strong and a frag-
ile glass-forming liquid. Our main contribution is the
simultaneous measurement of spontaneous and induced
dynamic fluctuations, and the quantitative confirmation
in two realistic liquids of the central claim announced
in Ref. [36]: it is possible to obtain a quantitative esti-
mate of the amplitude of dynamic fluctuations in super-
cooled liquids through the measurement of the quantity
T 2χ2

T /cV , which represents the major contribution to the
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fluctuations in the low temperature regime, see Fig. 4.
We have directly measured in the Lennard-Jones system
three- and four-point dynamic structure factors that dis-
play slightly different wavevector dependences but lead
nevertheless to consistent quantitative estimates of a dy-
namic correlation lengthscale. This last result is very
important since this is direct confirmation that an exper-
imental estimate of a dynamic lengthscale, as performed
in Ref. [36], is meaningful. Finally, we have found that, as
predicted theoretically, four-point dynamic correlations
are strongly dependent on the microscopic dynamics, at
variance with usual two-point correlations.

V. PERSPECTIVES AND CONCLUSIONS

We conclude this rather long article (to be followed
by a companion paper) with brief comments. The main
message that we aim to convey is that dynamical correla-
tions depend on statistical ensembles, which has allowed
us to establish relations and bounds between spontaneous
fluctuations and induced ones, the latter being directly
accessible to experiments [36]. Furthermore, through nu-
merical simulations and theoretical arguments we have
shown that dynamical correlations are mainly driven by
structural (energy) fluctuations both in strong and frag-
ile supercooled liquids. Finally, we have discovered that
contrary to the average dynamics, dynamical correlations
depend on the choice of microscopic dynamics. But they
do so only through conserved quantities: Brownian and
Monte-Carlo dynamics lead to very similar quantitative
results, whereas Newtonian dynamics leads to strong am-

plification of dynamical fluctuations. Physically, this can
be ascribed to the fact that in the latter case, energy has
to flow from one region of the system to another, lead-
ing to strong dynamic heterogeneities that cannot “heal”
easily.

A companion paper [37] will be devoted to discussing
the same issues within different theoretical frameworks:
mean-field spin glass models [38], mode-coupling the-
ory [39], kinetically constrained models [40], as well as
a comparison of these theoretical predictions with nu-
merical simulations.

As for the perspective for the future, we hope that
our work will trigger more experimental and numerical
investigations of supercooled liquids and jamming sys-
tems, extending our results both from a quantitative and
a qualitative point of view. In particular, the distinction
between dynamical correlations and cooperativity, if any,
should be clarified. This could be relevant to justify the
identification of χ4 with its lower bound for fragile sys-
tems. The analysis of similar issues in out-of-equilibrium
situations (such as aging or sheared systems) is certainly
worth pursuing.
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